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[^0]
## 1 Introduction

When price and product information is dispersed, consumers' search costs - the time and hassle cost of finding information - may limit the degree of competition between firms and hence the extent to which gains from trade are realized (Stigler 1961). In digital markets, however, search costs should be low since information on products and prices can easily be obtained online with a few clicks. At the dawn of online commerce, many economists therefore believed that the Internet would make markets more competitive and hence more beneficial for consumers. ${ }^{1}$

So far, this prediction has not materialized. Price dispersion (typically thought of as a consequence of search costs) is substantial in digital markets, even in settings where acquiring price information is simple. ${ }^{2}$ For example, Gorodnichenko et al. (2018) find in a large dataset of online price postings from many consumer markets that the ratio between the highest and the lowest price of a product is on average 1.65 in the United States and 1.52 in the United Kingdom. Further, a large literature estimates consumer search costs from observational data in various digital markets. It consistently makes two observations: First, the estimated search costs are typically fairly large, despite the convenience of the online setting. ${ }^{3}$ Second, they are increasing in the price scale of the product category. To illustrate these observations, we list the estimated search costs from three different online product markets:

| Study | Product, <br> Search Environment | Average <br> Prices | Av. Estimated Search <br> Costs (per search) |
| :---: | :---: | :---: | :---: |
| De los Santos <br> et al. (2012) | Books, <br> Online Book Stores | $8-23$ USD | 1.35 USD |
| Moraga-González <br> et al. (2013) | Computer Memory Chips, <br> Price Comparison Sites | $116-182$ USD | 8.70 USD |
| Giulietti <br> et al. $(2014)$ | Electricity Contracts, <br> Internet Search | $\approx 592$ USD | $>47.30$ USD |

[^1]Researchers proposed several rational explanations for why search costs are large and increasing in the price level. Consumers may be pessimistic about the benefits from search and hence spend too little effort on finding the best deal. More valuable products (like energy contracts) are typically also more complex. Alternatively, larger purchases may involve trust issues so that some consumers hesitate to choose an option even if it is cheaper and, on paper, offers the same quality and services. Finally, individuals who purchase expensive items may also have higher search costs.

Nevertheless, these rational explanations do not convince all researchers when a positive association between price level and search costs is observed. Pratt et al. (1979) collected the price information for 39 standardized products and found that, on average, the standarddeviation of prices increases by 86 percent when the mean price doubles. This result is often cited as suggestive evidence for non-standard decision making in the domain of consumer search; see, e.g., Thaler (1980), Tversky and Kahnemann (1981), Azar (2013), or Bordalo et al. (2020). For example, Tversky and Kahnemann (1981) note that "the data [of Pratt et al. 1979] are consistent with the hypothesis that consumers hardly exert more effort to save 15 USD on a 150 USD purchase than to save 5 USD on a 50 USD purchase. [...] This paradoxical variation in the value of money is incompatible with the standard analysis of consumer behavior."

To date the observational data used in empirical work do not allow researchers to distinguish between rational explanations and behavioral causes for large and scale-dependent search cost estimates. In this paper, we therefore collect and analyze data from an online search experiment to overcome this problem. Our experimental design is chosen so that we can abstract from the rational explanations. Thus, we can study whether some behavioral mechanism causes large search cost estimates that increase in the price scale. Based on our results, we make suggestions how empirical work could deal with scale-dependent search costs.

In the experiment, subjects can search for the lowest price of a (hypothetical) homogeneous product in up to 100 online shops. To identify a price quote at an online shop, they have to enter a 16 -digit code, which takes roughly around one minute and constitutes the physical costs of search in our experiment. Subjects' payoff equals the price savings they realize, and they have full information about the price distribution at each shop. The treatment variation is the price scale: Analogous to the findings of Pratt et al. (1979), we proportionally vary the mean price and the price range between treatments. In the lowest scale treatment, prices are distributed uniformly on the interval $[a, b]$, while in the highest scale treatment, prices are distributed uniformly on the interval $[7 a, 7 b]$. We estimate search costs through an ordered probit framework that is derived from a standard random sequential search model (e.g., McCall 1970, Stahl 1989). Additionally, we elicit the time subjects need to identify a price quote and their opportunity costs of time so that we can derive a benchmark for our search cost estimates.

In the following, we call this benchmark direct search costs. ${ }^{4}$ We conduct the experiment with online workers on Amazon Mechanical Turk (AMT), Prolific and student subjects.

If subjects search rationally, we should observe that their search effort increases in the price scale, that search cost estimates from different scale treatments are (roughly) similar to each other, and that search cost estimates are at the same order as direct search costs. However, if we observe that search effort does not change much in the price scale, that search cost estimates significantly increase in the price scale, and that they are at a different order than direct search costs, this would indicate that some behavioral mechanism influences subjects' search behavior.

Our first main result is that subjects' search effort is largely the same in all scale treatments. Therefore, we obtain large and increasing search cost estimates - analogous to the results from the empirical literature - in a setting where the rational explanations for this phenomenon have no bite. For AMT workers, the direct search costs per search are equal to 0.16 USD. However, in the highest scale treatments, their estimated search costs per search are 3.79 USD. Between the lowest and the highest scale treatments, estimated search costs increase by 795 percent. We obtain qualitatively similar results for the other subject pools: Prolific subjects behave very similarly to the AMT workers; student subjects search more, but also produce significantly increasing search cost estimates. These findings indicate that a standard search model most likely does not adequately capture subjects' time and hassle costs of search and that it needs to be updated to mitigate the apparent contradictions.

To avoid search cost estimates that increase in the price scale, we turn to the behavioral concepts that were suggested as an explanation for the empirical findings in Pratt et al. (1979). Specifically, we update our empirical search model and allow for context effects. A context effect arises if the price level or the range of prices affects the decision-maker's valuation of potential monetary gains relative to the costs of realizing these gains. One relevant context effect in our setting is diminishing sensitivity: It implies that a certain amount of price savings appears large to a decision-maker when the price level is small, but small when the price level is large. It is a feature of both prospect theory (Kahneman and Tversky 1979) and preferences with salience distortions (Bordalo et al. 2012, 2013). A second relevant context effect in our setting is relative thinking (Bushong et al. 2021, Somerville 2022): Relative thinking implies that the decision-maker becomes less sensitive to fixed price variations as the range of potential outcomes - price savings in our case - gets large. This implies that the utility weight on the money dimension decreases in the price range. Both diminishing sensitivity and relative thinking have a similar impact on search incentives: As the price level and the price

[^2]range increase, the perceived benefits from saving a given amount become small relative to the physical costs of realizing these savings. For each context effect, we integrate an established parametrization from the literature in the empirical search model. The scale variation in our experiment allows us to jointly estimate search costs and the level of context effects.

Our second main result is that the updated model with context effects yields search cost estimates that are scale-independent and fairly close to direct search costs of 0.16 USD. Under the diminishing sensitivity parametrization, average search costs per search are 0.17 USD for AMT workers; under the relative thinking parametrization, this value is 0.20 USD. When we compare the search cost estimates between the standard and the updated models, we find for the AMT workers that in the highest scale treatment 95 percent of the original search cost estimate is due to context effects, not due to time and hassle cost of search. Following the literature on behavioral welfare analysis (Bernheim and Taubinsky 2018), we assess the subjects' welfare loss that is due to context effects. For large degrees of diminishing sensitivity (or relative thinking), as we have them in our setting, this welfare loss can be up to around 40 percent of the total gains from search.

We conduct a large number of robustness checks and additional experiments to show that only context effects provide a reasonable explanation for large and increasing search costs in our setting. In particular, we demonstrate that a lack of comprehension, a lack of engagement in the experiment, decreasing marginal utility from money, increasing search costs, or subjectpool specific behaviors are unlikely to explain our findings. Further, we obtain similar results in a setting where subjects can simultaneously search for the lowest prices of two products from different price scales.

The parametrizations for diminishing sensitivity and relative thinking generate very similar results, so we consider both of them throughout the paper. Our experimental setup allows us to distinguish between the two context effects by combining price level and price range variations. In an extension, we consider such treatment variations and jointly estimate search costs, the degree of diminishing sensitivity, and the degree of relative thinking in our search experiment. We find that both context effects matter in our setting, with relative thinking being somewhat more influential than diminishing sensitivity.

What do these results imply for firms, markets, and competition (or consumer protection) policy? The estimated levels of context effects are roughly consistent with constant ratios of standard deviation and mean prices at any price scale, as found in Pratt et al. (1979). Context effects of such size imply substantial potential market power to firms and corresponding welfare losses to consumers. It means that, at all price scales, only a limited amount of physical search costs may be sufficient to deter many consumers from price comparisons. Hence, firms may need to implement only limited amounts of price obfuscation (or other search-cost
increasing measures) to substantially reduce competitive pressure. For consumer protection policy, it is thus essential to promote simple product and price comparisons, even in seemingly low-cost online search environments or for high-value products. For competition policy, it calls for monitoring firms and platforms that engage in price obfuscating and related practices.

Next, what do our findings imply for empirical work on search costs? We derive several suggestions from our research, which we discuss in more detail in the conclusion. First, our findings provide a foundation for empirical work that uses relative instead of absolute price differences to make inferences about search behavior (such as interest rates in retail finance markets, as in Hortaçsu and Syverson 2004). In fact, our work suggests that researchers can adopt a more flexible specification than either absolute or relative price in the indirect utility function of the empirical search model. Second, to obtain a reasonable benchmark, researchers could gather information on searchers' opportunity costs of time. Finally, to obtain information on the extent of context effects, researchers could combine search data from markets that differ in the product price scale.

Related Literature. Our paper contributes to the literature in industrial organization that uses experiments to evaluate and inform structural models. Bajari and Hortaçsu (2005) use data from auction experiments to test whether structural models of first-price auctions correctly identify the bidders' valuations. They find that a model with fully rational, risk-averse bidders recovers valuations fairly well relative to models that contain behavioral components. Brown et al. (2011) conduct search experiments to examine whether reservation wages change in the course of the search spell. Indeed, they find that reservation wages on average fall over time even though the environment is stationary. Salz and Vespa (2020) evaluate the extent to which the assumption of Markov-perfect equilibrium behavior leads to biases in the estimation results of dynamic competition models. They experimentally vary the incentives for collusive behavior, and only find a modest bias in the counterfactual predictions of the empirical model. In contrast, we show that empirical search models must be updated so that they generate reasonable search cost estimates.

The paper further contributes to a large literature that estimates physical search costs using the classic search models from the industrial organization literature (e.g., Burdett and Judd 1983, Stahl 1989). This literature was initiated by Hortaçsu and Syverson (2004) and Hong and Shum (2006), and it uses observational data. Important contributions on price search in online settings include De los Santos et al. (2012), Moraga-González et al. (2013), Giulietti et al. (2014), Honka (2014), Koulayev (2014), De los Santos (2018), and Jolivet and Turon (2019). In contrast to these papers, we use data from an online search experiment. This allows us to vary the price scale, while keeping physical search costs constant. Moreover, our setting ensures that subjects know the price distribution at each shop as well as the required effort
to obtain a price quote. We can therefore cleanly identify the extent of scale-dependency of standard search cost estimates, that is, the complexity of products or biased beliefs cannot explain why estimated search costs increase in the price scale. In addition, we can derive a direct search cost measure (from subjects' opportunity costs of time and the time they need to identify a price quote) to which we can compare our search cost estimates.

There is also an experimental literature on consumer search and search markets; see, e.g., Kogut (1990), Sonnemans (1998), Schunk and Winter (2009), Brown et al. (2011), and Casner (2021) for the case of consumer search, and Davis and Holt (1996), Cason (2003), Cason and Mago (2010), and Fehr and Wu (2023) for the case of search markets. In this literature, search costs are implemented through monetary payments for each additional price quote. To the best of our knowledge, this is the first experimental paper that considers "real" time and hassle costs of search. This allows us to study how the relationship between physical search costs and monetary gains from search changes in the price scale of products. Importantly, we consider an online search environment and give subjects several days for searching. The experimental setting is therefore close to a generic online search environment. This is different from realeffort tasks where subjects need to complete an assignment within a narrow time-frame (as, for example, in DellaVigna and Pope 2018).

On a more general level, the paper is related to the literature on context effects, see, e.g., Azar (2007), Bordalo et al. (2012, 2013), Kőszegi and Szeidl (2013), Gabaix (2014), Dertwinkel-Kalt et al. (2017), Bushong et al. (2021), and Somerville (2022). Context effects occur if changes in the choice set affect the preference order over a given set of options. We examine context effects in a search environment and their implications for empirical search cost estimates. Our results are consistent with diminishing sensitivity and relative thinking.

The rest of the paper is organized as follows. In Section 2, we describe the random sequential search model and modify it by allowing for context effects. In Section 3, we describe our experimental design. In Section 4, we characterize our subject pool and average search behavior in our setting. In Section 5, we estimate search costs and the level of context effects. Moreover, we assess the welfare consequences of context effects. In Section 6, we show that our findings obtain in a large number of robustness checks. In Section 7, we combine additive and multiplicative scale variations to disentangle diminishing sensitivity and relative thinking. Section 8 concludes and outlines the implications of our findings for empirical work on search costs. An extensive online appendix (Online Appendix A) contains the experimental instructions, additional tests, and analyses.

## 2 Search and Context Effects

### 2.1 Utility Framework and Sequential Search

We consider a decision-maker (DM) who can purchase a good for which she has unit demand. She can search for a lower price for this product. Search reduces leisure time and is therefore costly. Denote by $L$ the total costs of search. They equal the time spent on search times the opportunity costs of time. If the DM purchases the good at price $p$ and spends $L$ on search, her indirect utility equals

$$
\begin{equation*}
V(p, L)=u-p-L . \tag{1}
\end{equation*}
$$

This shape of the indirect utility function originates from the standard utility framework when $p$ is small relative to the DM's total budget, and the time spent on search is small relative to her total available time. ${ }^{5}$ There is a (large) finite number of firms that offer the good at varying prices. Each firm chooses its price $p$ according to the continuously differentiable distribution $F(p)$ with support on $[a, b]$, where $b>a>0$, and density $f(p)$. Before searching, the DM does not know the firms' prices, only the price distribution $F(p)$. She can only purchase the good from a firm where she knows the price. Search costs are constant so that we can write $L=n c$, where $n$ is the number of searches and $c$ is the cost per search, i.e., the required time to get a price quote times the opportunity costs of time. After each search, the DM chooses whether to purchase the good at the lowest price discovered so far or to conduct one more search. The indirect utility function in (1) implies that the optimal sequential search strategy is a reservation price policy, as in McCall (1970): There is a value $r \in[a, b]$ such that the DM continues search as long as all previous prices exceeded $r$, and stops search as soon as a price is found that is weakly below $r$; the product is then purchased at this last price. The reservation price $r$ is implicitly defined by the indifference condition

$$
\begin{equation*}
c=\int_{a}^{r}(r-p) f(p) d p \tag{2}
\end{equation*}
$$

Intuitively, the reservation price $r$ is such that the expected price savings are equal to the marginal cost $c$ of one more search. If the current price is above $r$, the expected price savings

[^3]from one more search exceeds $c$ so that it is optimal to continue search; otherwise, it is optimal to stop search. Note that higher search costs $c$ are associated to a higher reservation price $r$. We can calculate the value of the indirect utility function (1) at the optimal search strategy as
\[

$$
\begin{equation*}
u-\mathbb{E}_{F}[p \mid p \leq r]-\frac{c}{F(r)}, \tag{3}
\end{equation*}
$$

\]

where $r$ is defined in equation (2). The value in (3) is the expected payoff from following an optimal reservation price policy. The last term in this expression captures the expected number of searches multiplied by search costs.

Before we introduce context effects, we briefly comment on two assumptions in this search model that are empirically relevant. First, our search paradigm is random sequential search, which is a classic search paradigm in the literature. There is an alternative search paradigm that is also frequently considered in the theoretical and empirical literature, i.e., non-sequential search (or "fixed sample size search"). Non-sequential search means that the DM chooses the number of price quotes that she wants to obtain. She then purchases the good the lowest price in her sample. In Section 4, we comment on which search paradigm better captures search behavior in our experiment. Further, in Appendix A.16, we examine our data under the premise of non-sequential search. The second assumption we are making is that search costs are constant in the number of searches. This assumption is plausible as long as the total time spent on search is small relative to the total available time and it is possible to have breaks in between searches. Otherwise, extended search activity may result in fatigue so that search costs are convex. In Section 6, we discuss to what extent convex search costs can explain search behavior in our setting.

### 2.2 Context Effects

We now allow for context effects. In particular, we show that context effects can lead to increasing reservation prices, and hence to inflated search cost estimates in empirical work when they are not taken into account. When searching, the perceived benefits of search may depend on the price scale or the range of possible outcomes. Following the literature on behavioral welfare analysis (Bernheim and Taubinsky 2018), we capture context effects in an indirect utility function that represents decision-utility, while experienced utility is given by the indirect utility function in equation (1). The DM's decision utility is given by

$$
\begin{equation*}
V^{c e}(p, F, L)=u-v(p, F)-L, \tag{4}
\end{equation*}
$$

so that the indifference condition in equation (2) which defines the reservation price $r$ becomes

$$
\begin{equation*}
c=\int_{a}^{r}(v(r, F)-v(p, F)) f(p) d p \tag{5}
\end{equation*}
$$

The function $v$ may represent diminishing sensitivity. It is then an increasing and concave function of the price and independent of the distribution $F$. Intuitively, diminishing sensitivity describes the DM's tendency to become less sensitive towards price variations of fixed size as the price level increases.

Diminishing sensitivity is a crucial feature of prospect theory (Kahneman and Tversky 1979): The value function in prospect theory is concave in the domain of gains and convex in the domain of losses, which implies that the DM's marginal (dis)utility from gains (losses) decreases as these gains (losses) become large. Indeed, Thaler (1980) invokes prospect theory to explain why the gains from search appear small when the price scale is large. Further, diminishing sensitivity captures the Weber-Fechner law of psychophysics, which proposes that the intensity of a sensation increases linearly only in the logarithm of the energy that creates this sensation. Diminishing sensitivity is found in data related to vision, haptics, audition, and - importantly - the mental representation of numbers (Nieder et al. 2002).

Further, diminishing sensitivity is one of two central properties of the salience function for preferences with salience distortions (Bordalo et al. 2012, 2013): The salience of an attribute decreases as the value of this attribute increases uniformly for all items in the DM's choice set. ${ }^{6}$ Diminishing sensitivity is the driver behind the red wine example from Bordalo et al. (2013): A consumer prefers a 10 USD bottle of Australian shiraz to a 20 USD bottle of French syrah, but reverses her preferences if both bottles become 40 USD more expensive (as the price difference of 10 USD now looks small relative to the quality difference). In the extension of Section 7, we consider such an additive price scale variation and find that subjects' behavior is consistent with the red wine example.

Importantly, diminishing sensitivity is inconsistent with expected utility preferences with risk aversion. Under expected utility preferences with risk aversion, a higher price means less wealth and hence higher marginal utility from (small) price savings. In contrast, under diminishing sensitivity, a higher price implies less marginal utility from (small) price savings. ${ }^{7}$

[^4]Therefore, the curvature in the utility function induced by $v$ represents a behavioral mechanism that is different from risk aversion. We further comment on this distinction in Section 6.

Alternatively, the function $v$ may capture context-dependent preferences like relative thinking as defined by Bushong et al. (2021). It then depends on the range of outcomes defined by the distribution $F$, which in our case is given by the value $\Delta_{F}=b-a$. Intuitively, if the DM is subject to relative thinking, she is less sensitive to fixed price variations when the range of outcomes $\Delta_{F}$ is large. ${ }^{8}$ In a recent paper, Somerville (2022) provides supportive evidence for this mechanism. He conducts experiments in which he tests range-based relative thinking against focusing (as defined by Kőszegi and Szeidl 2013) by using a setting with decoy effects. He finds evidence mostly in favor of relative thinking.

To formalize the shape of $v$ for diminishing sensitivity and relative thinking, we adopt the following functional forms:

$$
\begin{aligned}
\text { diminishing sensitivity: } & v^{d s}(p, F)=\frac{p^{1-\gamma}-1}{1-\gamma}+1, \\
\text { relative thinking: } & v^{r t}(p, F)=\frac{1}{\Delta_{F}^{\rho}} p
\end{aligned}
$$

We call $\gamma$ the degree of diminishing sensitivity and $\rho$ the degree of relative thinking; $v^{d s}$ is the power function and $v^{r t}$ a function that Somerville (2022) uses to estimate the degree of relative thinking. In our search context, the two functions share several features. Both functions collapse to the standard case $v(p, F)=p$ if the functional parameters $\gamma, \rho$ equal zero. Moreover, both models imply scale-independent search behavior if the functional parameters equal one. To see this, define by $z>1$ a parameter that scales all prices that the DM may observe, i.e., the support $[a, b]$ becomes $[z a, z b]$ and the distribution becomes $F(z p)=F(p)$ for each $p \in[a, b]$. Note that for $\gamma=1$ we have $v^{d s}(p, F)=\ln (p)+1$. If $\gamma=1$ and $\rho=1$, we thus get

$$
\begin{align*}
v^{d s}(z r, F)-v^{d s}(z p, F) & =v^{d s}(r, F)-v^{d s}(p, F),  \tag{6}\\
v^{r t}(z r, F)-v^{r t}(z p, F) & =v^{r t}(r, F)-v^{r t}(p, F), \tag{7}
\end{align*}
$$

and hence the same search effort under any scale. A (hypothetical) empirical researcher who observes the DM's reservation prices at varying scales, but does not take into account context effects, would then conclude that search costs are increasing in the price scale. The same holds for all degrees of diminishing sensitivity $\gamma>0$ and relative thinking $\rho>0$, respectively.

To describe these observations formally, we introduce the following notation. Denote by $r_{\gamma}(z)$ the reservation price at scale $z$ of a DM who exhibits the degree of diminishing sensitivity

[^5]$\gamma$. It is defined by equation (5), after substituting function $v^{d s}$. Further, define the relative reservation price at a given scale $z$ by $r_{\gamma}=\frac{r_{\gamma}(z)}{z}$. Accordingly, define $r_{\rho}(z)$ and $r_{\rho}$ for a DM who exhibits the degree of relative thinking $\rho$. One can think of the relative reservation price as the DM's reservation value when the price interval is $[a, b]$, the price distribution is $F$, and all gains from search are scaled up by factor $z$ for the DM. We are interested in how this value and hence the DM's expected search effort - changes in the price scale. If a relative reservation price decreases in $z$ this means that the DM conducts, in expectation, more searches when the price scale increases. We obtain the following results (their proof is in Appendix A.1).

Proposition 1 (Reservation Prices and Context Effects). Let the distribution F over prices on the interval $[a, b]$ be given. Consider a decision-maker with positive search costs $c$. If she exhibits diminishing sensitivity of degree $\gamma$ and $c$ is small enough such that her reservation price is smaller than $b$ at all values $\gamma \in[0,1]$, then the following statements hold.
(i) If $\gamma=1(\gamma<1)$, the relative reservation price $r_{\gamma}$ is constant (strictly decreasing) in $z$. This means that the expected number of searches remains the same (increases) if prices are scaled up by a factor $z>1$.
(ii) The value $\frac{\partial r_{\gamma}}{\partial z}$ strictly increases in $\gamma$. This means that the extent to which the expected number of searches increases in $z$ is reduced as the degree of diminishing sensitivity increases.

The same statements hold for the relative reservation price $r_{\rho}$ if the decision-maker exhibits relative thinking of degree $\rho$ and $c$ is small enough such that her reservation price is smaller than $b$ at all values $\rho \in[0,1]$.

## 3 Experimental Design and Procedures

The goal of our experiment is three-fold. First, we want to test whether a scale variation in prices drives up estimated search costs when the empirical search model does not take context effects into account. Second, we wish to compare estimated search costs to a direct search cost measure that is derived from subjects' opportunity cost of time. Third, we want to identify the level of context effects that keeps estimated search costs constant for varying price scales.

General Experimental Design. The experiment is split in two parts, Part 1 and Part 2. In Part 1, we collect demographic information (age, gender, education), as well as measures on cognitive ability and risk preferences. At the end of Part 1, subjects are informed about the design of Part 2; the detailed instructions for this part are in Appendix A.2. Part 2 takes place after the completion of Part 1.

In Part 2, subjects have to purchase a hypothetical product, ${ }^{9}$ which we call "Product A." They can search sequentially up to $N=100$ online shops for the lowest price of this product. At each shop, prices are independently and uniformly distributed on the interval $[\alpha, \beta]$ with $\beta>\alpha>0$. Subjects are informed about this distribution. If they purchase Product A at price $p$, their payoff from Part 2 of the experiment is $\beta-p$. If they do not purchase the product, they automatically purchase it at the maximal price $\beta$ so that their payoff from Part 2 is zero. After the start of Part 2, subjects have roughly four days for searching and purchasing the product. Providing this discretion is essential for the experiment, otherwise we would measure search costs at a particular point in time and not general search costs.

The treatment variation is the price scale of the product at the online shops. In our base treatment, the price interval is given by $[a, b]=[2,4]$ in USD. In scale treatment $S z$, for some $z>0$, the price interval is given by $[\alpha, \beta]=[z a, z b]=[z 2, z 4]$. Each subject participates only in one treatment. To get a price quote from an online shop, subjects have to enter a 16 -digit code. This code is different for each shop and each subject. Copy-and-paste is disabled so that subjects have to record the code in some way to insert it on the next page. This creates time and hassle costs of search. Upon entering the code, subjects see the shop's price. They can then choose whether to purchase the product at this shop, to purchase it at a previously searched shop, or to continue search. They can access all previously searched shops from an overview page without re-entering the code, so recall is essentially costless. In Part 1 of the experiment, we inform subjects about this procedure, and we ask them to enter an example code. Thus, they know in advance the physical costs of price search.

Procedures. We conduct the experiment with online workers at Amazon Mechanical Turk. This is a popular subject pool that has been used for many experimental studies (e.g., Kuziemko et al. 2015, DellaVigna and Pope 2018). AMT workers constitute an ideal sample for our purpose as they face a clear trade-off between searching for lower prices and working in another online job, which facilitates the measurement and interpretation of direct search costs. To address the concern that results from one subject pool may not be valid for other subject groups, we additionally conduct the experiment with Prolific and student subjects; see Subsection 6.2 for details. Before starting the experiment, we registered it on aspredicted.org (registry number \#68519) and obtained IRB approval from the Board for Ethical Questions in Science of the University of Innsbruck.

We implemented four scale treatments for AMT workers with $z \in\{1,3,5,7\}$. In the following, we call these treatments $S 1, S 3, S 5$, and $S 7$, respectively. The currency of prices and

[^6]payoffs for AMT workers is USD. The participation fee for the completion of the first part was one USD. The second part of the experiment started right after the first part. Thus, subjects could complete both parts in one go. We recruited 640 subjects who completed the first part; 145 subjects in $S 1,164$ in $S 3,157$ in $S 5$, and 174 subjects in $S 7$. All of them were located in the United States, had a HIT (human intelligence task) approval rate above 98 percent, and more than 500 approved HITs. We conducted the experiment in January 2022.

At the start of the instructions, we state that it is an experiment conducted by researchers from the University of Innsbruck, Frankfurt School of Finance and Management, and KU Leuven. To avoid selection into the second part based on treatment, the price scales must be chosen so that starting search is attractive even in the lowest price scale. Commencing search and identifying one price quote does not take more than three minutes. The expected payoff of this operation is one USD in treatment $S 1$, so we think that our design choices meet this criterion. Indeed, the same share of subjects started searching in all treatments; see Subsection 4.2 for details. The potential payoffs for AMT workers in the highest scale treatments are clearly substantial. However, lotteries that pay similar amounts with positive probability have been implemented on AMT (e.g., DellaVigna and Pope 2018, Ronayne et al. 2021). Finally, while we do not have comprehension checks in the main experiment with AMT workers, we have them in several robustness checks (see Subsection 6.1 and Subsection 6.2). We find that the search behavior of subjects who did not correctly answer our comprehension question is fairly similar to that of subjects who gave a correct response. ${ }^{10}$

## 4 Preliminary Analysis

Before we estimate search costs, we describe our sample and average search behavior in our experiment. In Subsection 4.1, we consider the demographics of our AMT workers. In Subsection 4.2, we examine some basic statistics on search effort and search time in the experiment and discuss to what extent subjects' search behavior is in line with sequential search.

### 4.1 Descriptive Statistics

Table 1 provides an overview of the demographic variables of our subject pool. We show them for all subjects who completed Part 1 of the experiment and for all subjects who conducted at least one search in Part 2. Throughout the paper, we call the latter group "searchers" and the

[^7]group of subjects who do not search at all "non-searchers." Since we do not exactly know the motivation of non-searchers, we will focus on the searchers in our main empirical analysis. In additional robustness checks, we will also take non-searchers into account.

Overall, 84.3 percent of all AMT workers in our sample are searchers. ${ }^{11}$ The AMT workers' average age is 39.6 years and 44 percent of them are female. Their average education is relatively high. Around a quarter indicates to have a high school degree as highest educational degree, and three quarters indicate to have a Bachelor's or a higher degree. There are no significant differences in these demographic variables between searchers and non-searchers.

Table 1: Descriptive Statistics - Demographic Variables

|  | All |  |
| :--- | :---: | :---: |
|  | Subjects | Searchers |
| Age | $39.6(11.7)$ | $39.9(11.6)$ |
| Gender (share females) | 0.44 | 0.45 |
| Willingness to take risk | $5.9(2.7)$ | $5.7(2.7)$ |
| CRT score | $1.7(1.2)$ | $1.8(1.2)$ |
|  |  |  |
| Education | $0.3 \%$ | $0.4 \%$ |
| No degree | $1.3 \%$ | $1.5 \%$ |
| Some high school | $24.3 \%$ | $25.2 \%$ |
| High school degree | $54.0 \%$ | $52.3 \%$ |
| Bachelor's degree | $20.1 \%$ | $20.6 \%$ |
| Master's degree or higher |  |  |
| AMT Labor | $7.3(7.6)$ | $7.1(6.7)$ |
| Average hourly earnings | $20.8(15.0)$ | $20.1(14.0)$ |
| Average hours per week | 626 | 528 |
| $N$ |  |  |

Notes: Standard deviation in parenthesis.
We elicited the general willingness to take risk as in Dohmen et al. (2011) and cognitive ability through a cognitive reflection test (CRT). The willingness to take risk is measured on a scale between 0 and 10. The CRT comprises three questions, so the score in this test is a value between 0 and 3. AMT workers' average willingness to take risks is 5.9 and their average CRT-score is 1.7 (which indicates that these are quite experienced subjects). Searchers are slightly less willing to take risks than non-searchers (one-sided t -test, $p$-value $=0.005$ ).

We asked AMT workers in Part 1 about how much money they earn on average in an hour on AMT, and how many hours they work on AMT per week. On average they indicate that

[^8]they earn 7.3 USD per hour and that they spend 20.8 hours per week working on AMT. Hourly earnings are not significantly different between searchers and non-searchers. However, the number of weekly hours on AMT is slightly lower among searchers than among non-searchers (one-sided t-test, $p$-value $=0.003$ ).

To ensure that our samples are balanced between treatments, we compare the means of all variables both for all subjects and searchers only, see Appendix A.3. There are no significant differences in observable characteristics between treatments. This result also obtains in a linear regression framework. We conclude that the samples are balanced between treatments.

### 4.2 Search Behavior, Search Time, and Search Paradigm

We next provide an overview of search behavior and search time in our experiment. Moreover, we briefly discuss to what extent search behavior conforms to the sequential search paradigm. Table 2 shows in the upper panel the share of searchers, the average number of searches (provided that at least one search has been conducted), the median number of searches among searchers, and the average share of gains realized by searchers, that is, the value $(b-\bar{p}) /(b-a)$ where $\bar{p}$ is the average price paid by searchers. The lower panel of Table 2 displays subjects' "mean search duration" and "mean total duration" as well as the corresponding median values. The mean search duration is the average time (in seconds) it takes a subject from entering an online shop to discovering the price at this shop. This is roughly the time a subject needs to record the 16 -digit code and to insert it on the next page. The mean total duration is the time (in seconds) between entering the overview page and purchasing the hypothetical product.

Average Search Behavior. The share of searchers does not vary significantly between treatments (one-way ANOVA, $p$-value $=0.931$ ). As in many other (real-world and experimental) search environments, subjects search on average only few shops in our experiment: 2.9 in treatment $S 1$ and 3.5 in treatment $S 7$. The number of searches does not change significantly in the price scale (Jonckheere-Terpstra test, $p$-value $=0.575$ ). According to Proposition 1, these results suggest a degree of diminishing sensitivity $\gamma$ (relative thinking $\rho$ ) close to one for AMT workers. Very few subjects take breaks between searches. Only 14 searchers (2.7 percent) take at least one break of two or more minutes between searches.

Search Time. The mean search duration of our subjects is on average around 85 seconds. There are no significant differences between treatments, neither in the mean search duration (one-way ANOVA, $p$-value $=0.700$ ) nor in the mean total duration (one-way ANOVA, $p$-value $=0.788$ ). To derive a direct measure of search costs, we use an AMT worker's opportunity costs of one hour of work on AMT and the time she needs on average to obtain a price quote.

The direct search cost measure for an individual AMT worker is then defined by

$$
\begin{equation*}
\text { direct search costs }=\text { average hourly earnings } \times \frac{\text { mean search duration }}{3600} . \tag{8}
\end{equation*}
$$

It captures the amount of money the searcher could earn by working in another job on AMT instead of searching one more shop. We find that the average direct search costs of our subjects are 0.16 USD $(s d=0.28)$.

Table 2: Descriptive Statistics - Search Behavior and Search Time
$\left.\begin{array}{lccccc}\hline \hline & \text { Price } \\ \text { Scale }\end{array} \quad \begin{array}{c}\text { Share } \\ \text { Searchers }\end{array} \quad \begin{array}{c}\text { Mean } \\ \text { No. Searches } \\ \text { if search }\end{array} \begin{array}{c}\text { Median } \\ \text { No. Searches } \\ \text { if search }\end{array} \begin{array}{c}\text { Gain } \\ \text { Share } \\ \text { if search }\end{array}\right]$

Notes: Search duration and total duration in seconds. For student subjects (AMT workers), the mean duration per search excludes 18 (26) searches that took longer than 10 minutes, and the mean total duration excludes 21 (25) searchers who took longer than 100 minutes. Standard deviation in parentheses.

Search Paradigm. We follow De los Santos et al. (2012) to examine whether search behavior in our experiment is more in line with sequential or non-sequential search; see Appendix A. 4 for details. We consider the following two key statistics. First, according to the sequential search model, subjects should purchase the good from the last sampled shop or search all shops. In contrast, according to the non-sequential search model, the probability of trading should be the same for all sampled shops. We find that 87.7 percent of our subjects purchase from the last sampled shop, and that the probability of trading with the last sampled shop is significantly larger than the probability of trading with any other previously sampled shop. Second, according to the sequential search model, the probability of continuing search should be positively correlated with the price of the last sampled shop. In contrast, according to nonsequential search, no such correlation should exist. We find a significant positive relationship
between the probability of continuing search and the observed price. Thus, we conclude that the sequential search model is roughly consistent with sequential search and inconsistent with non-sequential search. In the rest of the paper, we therefore focus on sequential search and consider non-sequential search in Appendix A. 16 as a robustness check.

## 5 Estimating Search Costs

We now turn to the estimation of search costs. In Subsection 5.1, we derive lower and upper bounds on search costs of the standard model, which we can directly infer from observed prices. In Subsection 5.2, we present the ordered probit framework with which we can jointly estimate search costs and the degree of diminishing sensitivity (or the degree of relative thinking). In Subsection 5.3, we show our estimation results. Finally, in Subsection 5.4, we examine the welfare consequences of context effects in our setting.

### 5.1 Lower and Upper Bounds of Search Costs in the Standard Model

To get a first intuition for the search costs in our setting, we calculate for each treatment the mean lower and the mean upper bound on search costs for searchers, assuming that there are no context effects, as in the standard search model. Using the sequential search model from Section 2, we can infer search costs from reservation prices. In each treatment, prices are uniformly distributed. Suppose that the DM's reservation price is given by $r \in(a, b)$. From equation (2), we get that her search costs equal

$$
\begin{equation*}
c(r)=\frac{(r-a)^{2}}{2(b-a)} \tag{9}
\end{equation*}
$$

If we could observe a subject's reservation price $r$, we could immediately back out her search costs from the above function $c(r)$. Unfortunately, we do not observe $r$ directly. However, we can infer $r$ from subjects' search behavior in relation to the observed prices. Denote by $p_{i}^{1}, p_{i}^{2}, \ldots, p_{i}^{n_{i}}$ the set of subject $i$ 's observed prices, ordered from the smallest to the largest value (i.e., not in the order of detection). To characterize bounds on search costs, we have to distinguish between the following three cases. If subject $i$ searches $n_{i} \in\{2, \ldots, 99\}$ times, her search costs must be in the interval $c\left(p_{i}^{1}\right) \leq c_{i} \leq c\left(p_{i}^{2}\right)$. If subject $i$ searches exactly once, her search costs must be in the interval $c\left(p_{i}^{1}\right) \leq c_{i} \leq c(b)$. Finally, if subject $i$ searches all 100 shops, her search costs must be in the interval $-\infty<c_{i} \leq c\left(p_{i}^{1}\right)$.

We can now calculate for each treatment the mean lower and mean upper bound on search costs. Table 3 displays the results. The mean lower bound shows a statistically significant increase from 0.17 USD in treatment $S 1$ to 1.47 USD in treatment $S 7$; the mean upper bound

| Table 3: Lower and Upper Bounds on Search Costs in the Standard Mode |  |  |  |
| :---: | :---: | :---: | :---: |
| $\begin{array}{cc}\text { Price } \\ \text { Scale }\end{array}$ | $\begin{array}{c}\text { Mean } \\ \text { Lower Bound } \\ \text { Search Costs }\end{array}$ | $\begin{array}{c}\text { Mean } \\ \text { Upper Bound } \\ \text { Search Costs }\end{array}$ |  |
|  |  |  |  |
| $S 1$ | $[2.00,4.00]$ | $0.175(0.023)$ | $0.666(0.036)$ |
| $S 3$ | $[6.00,12.00]$ | $0.513(0.062)$ | $2.203(0.094)$ |
| $S 5$ | $[10.00,20.00]$ | $1.083(0.117)$ | $3.676(0.168)$ |
| $S 7$ | $[14.00,28.00]$ | $1.473(0.161)$ | $5.003(0.222)$ |
| $N$ |  | 528 | 528 |

Notes: Standard errors are in parentheses.
shows a statistically significant increase from 0.67 USD in treatment $S 1$ to 5.00 USD in treatment $S 7$ (Jonckheere-Terpstra test, $p$-value $<0.001$ in both cases). This seems to suggest that search costs increase with the price scale, even though subjects were allocated randomly into scale treatments. There are no objective reasons for such an increasing relationship. Hence, one may instead interpret these findings as biased estimates in the standard search model and as an indication for context effects in price search.

### 5.2 Ordered Probit Model

From the framework in Section 2, we derive an empirical model with which we can jointly estimate search costs and the level of context effects in our experimental setting. In this subsection, we focus on the case of diminishing sensitivity. The case of relative thinking is very similar and we consider it when discussing our estimation results in Subsection 5.3.

To estimate search costs and the degree of diminishing sensitivity, we first derive search costs from reservation prices for any value of $\gamma \geq 0$. We generalize expression (9) for a uniform price distribution on $[a, b]$ and for reservation prices within this interval. From equation (5) and $v=v^{d s}$, we get that for $\gamma=1$ the DM's search costs would be equal to

$$
\begin{equation*}
c(r, \gamma=1)=\frac{r-a+a(\ln a-\ln r)}{b-a}, \tag{10}
\end{equation*}
$$

and for any $\gamma \in(0,1) \cup(1,2) \cup(2, \infty)$, her search costs would be given by

$$
\begin{equation*}
c(r, \gamma)=\frac{(1-\gamma) r^{2-\gamma}-(2-\gamma) a r^{1-\gamma}+a^{2-\gamma}}{(1-\gamma)(2-\gamma)(b-a)} . \tag{11}
\end{equation*}
$$

Finally, for $\gamma=2$, the DM's search costs would equal

$$
\begin{equation*}
c(r, \gamma=2)=\frac{\frac{a}{r}-1+\ln r-\ln a}{b-a} . \tag{12}
\end{equation*}
$$

Since we do not observe reservation prices directly, we make a parametric assumption on the distribution over search costs across subjects. Specifically, we assume that the log of search costs is normally distributed and depends on a vector of subject characteristics. ${ }^{12}$ Denote by $x_{i}$ the characteristics of subject $i \in\{1, \ldots, I\}$. The $\log$ of her search costs is given by

$$
\begin{equation*}
\ln c_{i}=x_{i} \beta+\sigma \varepsilon_{i}, \tag{13}
\end{equation*}
$$

where $\varepsilon_{i}$ follows a standard normal distribution $\Phi, \beta$ is a vector of parameters affecting the mean, and $\sigma$ is the standard deviation of the distribution. This specification incorporates observed heterogeneity in search costs (through subject characteristics $x_{i}$ ), and the role of remaining heterogeneity unobserved by the researcher (if $\sigma$ is important). With log-normally distributed search costs, we implicitly assume that all subjects exhibit positive search costs. Indeed, no subject searched all 100 shops.

The link between search costs and reservation wage established above and the parametric assumption in equation (13) give rise to an ordered probit model that we can estimate using maximum likelihood estimation. For each subject $i$ with the number of searches $n_{i} \in\{2, \ldots, 99\}$, we observe the two smallest prices $p_{i}^{1}, p_{i}^{2}$ and, for a given degree of diminishing sensitivity $\gamma$, we obtain the likelihood contribution

$$
\begin{align*}
P_{i}=\operatorname{Pr}\left(c\left(p_{i}^{1}, \gamma\right) \leq c_{i}<c\left(p_{i}^{2}, \gamma\right)\right) & =\operatorname{Pr}\left(c\left(p_{i}^{1}, \gamma\right) \leq \exp \left(x_{i} \beta+\sigma \varepsilon_{i}\right)<c\left(p_{i}^{2}, \gamma\right)\right) \\
& =\Phi\left(\frac{\ln c\left(p_{i}^{2}, \gamma\right)-x_{i} \beta}{\sigma}\right)-\Phi\left(\frac{\ln c\left(p_{i}^{1}, \gamma\right)-x_{i} \beta}{\sigma}\right) \tag{14}
\end{align*}
$$

For the censored observations with $n_{i}=1$, we have

$$
\begin{align*}
P_{i}=\operatorname{Pr}\left(c\left(p_{i}^{1}, \gamma\right) \leq c<c(b, \gamma)\right) & =\operatorname{Pr}\left(c\left(p_{i}^{1}, \gamma\right) \leq \exp \left(x_{i} \beta+\sigma \varepsilon_{i}\right)<c(b, \gamma)\right) \\
& =\Phi\left(\frac{\ln c(b, \gamma)-x_{i} \beta}{\sigma}\right)-\Phi\left(\frac{\ln c\left(p_{i}^{1}, \gamma\right)-x_{i} \beta}{\sigma}\right) \tag{15}
\end{align*}
$$

Similarly, for $n_{i}=100$, we have

$$
\begin{equation*}
P_{i}=\operatorname{Pr}\left(c<c\left(p_{i}^{1}, \gamma\right)\right)=\operatorname{Pr}\left(\exp \left(x_{i} \beta+\sigma \varepsilon_{i}\right)<c\left(p_{i}^{1}, \gamma\right)\right)=\Phi\left(\frac{\ln c\left(p_{i}^{1}, \gamma\right)-x_{i} \beta}{\sigma}\right) \tag{16}
\end{equation*}
$$

[^9]The log-likelihood function is given by

$$
\begin{equation*}
\ln L=\sum_{i=1}^{I} \ln P_{i} . \tag{17}
\end{equation*}
$$

With this function, we can jointly estimate the distribution over search costs and the degree of diminishing sensitivity through maximum likelihood estimation.

### 5.3 Estimation Results

In this subsection, we describe the results from our ordered probit regressions. We first consider the standard model without context effects and then the updated model with diminishing sensitivity. Subsequently, we examine the role of unobserved heterogeneity in our regression framework. Finally, we consider the updated model with relative thinking.

The Standard Model. Table 4 shows the results for the standard model without context effects in the Columns (1) to (3). The parameter $\tilde{\beta}_{0}$ indicates the average search costs in our experimental setting. When context effects are ignored, AMT workers incur on average search costs of 2.30 USD per search. There is considerable unobserved heterogeneity in search costs. We estimate a standard deviation around the mean of 8.65 for our subjects.

The estimated search costs differ substantially between treatments, see Columns (2) and (3) of Table 4. The average search costs per search are 0.42 USD in treatment $S 1$ and 3.79 USD in treatment $S 7$, an increase of around 795 percent. This difference is statistically significant ( $p$-value $<0.001$ ). Importantly, the estimated search costs are substantially larger (more than 20 times) than the AMT workers' average direct search costs of 0.16 USD.

We further observe that the search cost estimates fall within the average lower and upper bounds of Table 3. Column (3) shows the ordered probit regression results when we add our standard controls: a dummy for above-median age, gender, and dummies for above-median willingness to take risk and CRT score. We obtain roughly the same results when we include these controls (they are not significant). Hence, under the standard random sequential search model, empirical search cost estimates are large and increasing in the price scale. This replicates the findings from empirical search cost literature that we highlighted in the introduction. Since the physical search costs are the same in all treatments, the estimation most likely captures a misspecification bias.

The Model with Diminishing Sensitivity. Columns (4) and (5) of Table 4 show the results from our ordered probit regressions with flexible $\gamma$. We find a degree of diminishing sensitivity of $\gamma=0.98$ and average search costs per search of 0.17 USD. This degree of diminishing sensi-

Table 4: Search Cost Estimates (Updated Model with Diminishing Sensitivity)

|  | Standard Model |  |  | Updated Model |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| S 1 |  | $0.424^{* * *}$ | $0.449^{* * *}$ |  |  | $0.139^{* * *}$ |
|  |  | (0.069) | (0.106) |  |  | (0.020) |
| S3 |  | 1.528*** | 1.564*** |  |  | $0.169^{* * *}$ |
|  |  | (0.237) | (0.353) |  |  | (0.023) |
| S5 |  | 2.860 *** | 2.816*** |  |  | $0.190^{* * *}$ |
|  |  | (0.444) | (0.638) |  |  | (0.026) |
| S7 |  | $3.794^{* * *}$ | $3.702^{* * *}$ |  |  | $0.183 * * *$ |
|  |  | (0.558) | (0.804) |  |  | (0.024) |
| $\tilde{\beta}_{0}$ | 2.296*** |  |  | $0.171^{* * *}$ | $0.191^{* * *}$ |  |
|  | (0.270) |  |  | (0.040) | (0.054) |  |
| $\tilde{\sigma}$ | 8.648*** | 4.486*** | 4.034*** | 0.370*** | 0.373*** | 0.364*** |
|  | (1.779) | (0.739) | (0.648) | (0.104) | (0.103) | (0.052) |
| $\gamma$ | 0.000 | 0.000 | 0.000 | 0.975*** | $0.937^{* * *}$ | 0.975 |
|  |  |  |  | (0.089) | (0.089) |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 528 | 528 | 528 | 528 | 528 | 528 |

Notes: Ordered probit regressions. Columns (1) to (3) show the results from the standard model with $\gamma$ fixed at value zero; Columns (4) and (5) show the results from the updated model with flexible $\gamma$; Column (6) shows the results from the updated model, separately for each treatment, with $\gamma$ fixed at the value from Column (4). The constant $\tilde{\beta}_{0}$, the scale dummies, and $\tilde{\sigma}$ are transformed estimates reflecting average search costs and the standard deviation of search costs, respectively. More specifically, $\tilde{\beta}_{0}=\exp \left(\beta_{0}+\frac{\sigma^{2}}{2}\right) ; \tilde{\beta}_{j}=\exp \left(\beta_{j}+\frac{\sigma^{2}}{2}\right)$ with $j \in\{1, \ldots, 4\}$ indicating the number of the scale dummy ordered by size; $\tilde{\sigma}=\sqrt{\exp \left(2 \bar{x} \beta+\sigma^{2}\right)\left(\exp \left(\sigma^{2}\right)-1\right)}$, where $\bar{x}=\frac{1}{I} \sum_{i=1}^{I} x_{i}$ and $I$ is the number of subjects. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risks, as well as a dummy for above-median CRT score. Significance at $* p<0.1$, ${ }^{* *} p<0.05$, and $* * * p<0.01$.
tivity is different from zero ( $p$-value $<0.001$ ) and very close to, and insignificantly different from one. The estimated search costs are now in line with direct search costs.

We compare the estimated search costs from the modified model between treatments. Column (6) of Table 4 shows the results at the estimated value of $\gamma$ from Column (4). The average search costs per search vary between 0.14 USD and 0.19 USD. The differences are not significant ( $p$-values $>0.100$ ). Moreover, the estimated search costs are substantially smaller when we allow for diminishing sensitivity. In the highest scale treatment, a large fraction of the standard search cost estimates - 95 percent - are due to scale.

The Role of Heterogeneity in Search Costs. We estimate a large standard deviation around the mean of search costs. To examine whether subject characteristics can partly explain this unobserved heterogeneity in search costs, we consider our results from the ordered probit regression when we additionally take our standard control variables into account; see Columns
(3) and (5) of Table 4. We find that the dummy variables for above-median willingness to take risk (coefficient $=0.10, \mathrm{se}=0.04)$ and above-median CRT score $($ coefficient $=-0.05$, se $=0.03)$ are statistically significant. These results suggest that AMT workers who are more willing to take risks have higher search costs, and that those with a higher CRT score tend to have lower search costs. Nevertheless, the control variables do not seem to explain much of the heterogeneity in search costs. This can also be seen from our estimate of the standard deviation $\sigma$, which remains essentially unchanged. In additional regressions, we also consider a specification where we interact $\gamma$ with the control variables. None of the controls plays a significant role. Hence, there is no heterogeneity in $\gamma$ along our control variables.

The result on the relationship between search costs and willingness to take risk is relevant, for the following reason. A common intuition is that individuals who are less willing to take risks also search less in order to avoid disappointing outcomes. However, this intuition is not supported by our data. Instead, individuals who are less willing to take risks invest more into search. One explanation could be that, by searching more, one reduces the probability of paying a high price, and, as the number of searches becomes large, this probability converges to zero.

To get an overview of the search cost distribution, we derive for each searcher the expected search costs using the two smallest observed prices $p^{1}, p^{2}$ and the estimated distribution over search costs. That is, we calculate the expected search costs conditional on the fact that they are in the interval $\left[c\left(p^{1}, \gamma\right), c\left(p^{2}, \gamma\right)\right]$. Figure 1 shows this distribution. For comparison, it also shows the distribution over direct search costs. While the two distributions are not exactly the same, they share a similar support and are both skewed to the right.

The Model with Relative Thinking. We get similar results if we use the relative thinking parametrization. With uniformly distributed prices, we obtain from equation (5) and $v=v^{r t}$ that the DM's search costs for a given reservation price $r$ are equal to

$$
\begin{equation*}
c(r, \rho)=\frac{1}{\Delta_{F}^{\rho}} \frac{(r-a)^{2}}{2(b-a)} \tag{18}
\end{equation*}
$$

Using our ordered probit regression framework from Subsection 5.2 we can then jointly estimate search costs and the degree of relative thinking $\rho$. We only have to replace the search cost function $c(r, \gamma)$ by the new function $c(r, \rho)$. Columns (4) to (6) of Table 5 show the results from our ordered probit regressions with flexible $\rho$. To facilitate the comparison, Columns (1) to (3) again show the results from the standard model.


Figure 1: Distribution of expected individual search costs per search (bin width $=0.02$ USD) as estimated in the ordered probit regression (upper graph) and distribution of direct search costs per search (lower graph). The lower graph excludes 22 observations with direct search costs larger than 0.40 USD.

Table 5: Search Cost Estimates (Updated Model with Relative Thinking)

|  | Standard Model |  |  | Updated Model |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| S 1 |  | $0.424^{* * *}$ | $0.449^{* * *}$ |  |  | $0.192^{* * *}$ |
|  |  | (0.069) | (0.106) |  |  | (0.031) |
| S3 |  | 1.528*** | $1.564^{* *}$ |  |  | $0.198{ }^{* *}$ |
|  |  | (0.237) | (0.353) |  |  | (0.031) |
| $S 5$ |  | $2.860^{* * *}$ | $2.816^{* * *}$ |  |  | $0.207^{* * *}$ |
|  |  | (0.444) | (0.638) |  |  | (0.032) |
| $S 7$ |  | 3.794*** | $3.702^{* * *}$ |  |  | $0.187^{* * *}$ |
|  |  | (0.558) | (0.804) |  |  | (0.027) |
| $\tilde{\beta}_{0}$ | $2.296^{* * *}$ |  |  | 0.196*** | $0.214^{* * *}$ |  |
|  | (0.270) |  |  | (0.041) | (0.058) |  |
| $\tilde{\sigma}$ | 8.648*** | 4.486*** | 4.034*** | 0.512*** | $0.501^{* * *}$ | $0.512^{* * *}$ |
|  | (1.779) | (0.739) | (0.648) | (0.127) | (0.122) | (0.084) |
| $\rho$ | 0.000 | 0.000 | 0.000 | $1.141^{* *}$ | $1.098^{* * *}$ | 1.141 |
|  |  |  |  | (0.097) | (0.095) |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 528 | 528 | 528 | 528 | 528 | 528 |

Notes: Same ordered probit regressions as in Table 4, updated models with parametrization for relative thinking (instead of diminishing sensitivity). Standard errors are in parentheses. The controls are a dummy for abovemedian age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at $* p<0.1,{ }^{* *} p<0.05$, and $* * * p<0.01$.

We find a degree of relative thinking of $\rho=1.14$, which is not significantly different from one. The estimated search costs per search are 0.20 USD, which is reasonably close to the value obtained from the diminishing sensitivity model. In Column (5) of Table 5, we consider the results from the same regression where we additionally take into account our standard control variables. The dummy variables for above-median willingness to take risk (coefficient $=0.123$, se $=0.047$ ) and above-median CRT score (coefficient $=-0.058$, se $=0.033$ ) are statistically significant (and there is a slight drop in $\tilde{\sigma}$, measuring unobserved heterogeneity in search costs). In a regression where $\rho$ depends on our standard controls, we do not see any variable with a significant coefficient.

In Column (6) of Table 5, we compare the estimated average search costs between treatments for given (estimated) values of $\rho$. The average search costs per search vary between 0.19 USD and 0.21 USD. These differences are never significant ( $p$-values $>0.602$ ). Hence, we again obtain scale-independent search cost estimates from the updated model.

### 5.4 Welfare and Price Scale

We assess the welfare consequences of context effects in our experimental setting. Welfare judgements with behavioral preferences are typically controversial since there is little guidance to what extent non-standard utility should be part of normative preferences. This is also the case in our setting: One the one hand, diminishing sensitivity is an important feature of prospect theory and hence could be treated as a normative preference. On the other hand, when interpreted as a context effect, diminishing sensitivity could be taken as a mistake. Similarly, relative thinking is usually interpreted as a shortcoming in the DM's reasoning. Consistent with the literature on behavioral welfare analysis, we follow the second view and define the welfare loss as the difference between the experienced utility in the absence of context effects and the experienced utility when decision-making is subject to context effects. ${ }^{13}$

We first derive the absolute welfare loss of a DM who exhibits diminishing sensitivity of degree $\gamma$; the case of relative thinking proceeds similarly. Let $r_{\gamma}$ be again the relative reservation price at a given scale $z$ (see Subsection 2.2), i.e., the reservation price on the interval $[a, b]$ when all gains from search are scaled up by factor $z$. The value $r_{0}$ is the corresponding reservation price when the DM is not subject to context effects. The DM's (expected) experienced utility from search at price scale $z$ is given by

$$
\begin{equation*}
u-\mathbb{E}_{F}\left[z p \mid p \leq r_{\gamma}\right]-\frac{c}{F\left(r_{\gamma}\right)} \tag{19}
\end{equation*}
$$

The absolute welfare loss from diminishing sensitivity then equals the difference

$$
\begin{equation*}
\text { absolute welfare loss }=\left(\mathbb{E}_{F}\left[z p \mid p \leq r_{\gamma}\right]+\frac{c}{F\left(r_{\gamma}\right)}\right)-\left(\mathbb{E}_{F}\left[z p \mid p \leq r_{0}\right]+\frac{c}{F\left(r_{0}\right)}\right) \tag{20}
\end{equation*}
$$

This value consists of a change in the expected price and a change in expected search costs. If $r_{\gamma}>r_{0}$, the DM searches too little relative to the rational benchmark. In this case, the expected price increases while expected total search costs decrease - the net effect is negative.

Next, we derive the DM's relative welfare loss. If the DM does not search at all at price scale $z$, then, in our setting, her payoff is $u-z b$. If she searches like a DM who is not subject to context effects, her payoff equals

$$
\begin{equation*}
u-\mathbb{E}_{F}\left[z p \mid p \leq r_{0}\right]-\frac{c}{F\left(r_{0}\right)} \tag{21}
\end{equation*}
$$

[^10]Thus, the (expected) absolute utility gains from search at price scale $z$ equal

$$
\begin{equation*}
z b-\mathbb{E}_{F}\left[z p \mid p \leq r_{0}\right]-\frac{c}{F\left(r_{0}\right)} \tag{22}
\end{equation*}
$$

The ratio between the absolute welfare loss in equation (20) and the absolute utility gains from search in equation (22) constitute the DM's relative welfare loss.

We compile the relative welfare loss in our experimental setting for varying search costs, price scales, degrees of diminishing sensitivity and relative thinking. For search costs, we choose $c \in\{0.05,0.15,0.30\}$ which corresponds to small, intermediate, and large search costs in our setting; see the search cost distribution in Figure 1. For degrees of diminishing sensitivity and relative thinking, we select the values $\gamma \in\{0.40,0.70,1.00\}$ and $\rho \in\{0.50,0.75,1.00\}$, respectively. For price scales, we take scales from the experiment as well as a some additional high scales that capture prices at the order of hundreds or thousands of USD.

Table A4 in Appendix A. 5 shows the results. From this table, we can make the following observations: First, for small levels of context effects ( $\gamma=0.40$ or $\rho=0.50$ ), the relative welfare loss is fairly modest. Typically, it is less than 6 percent of the absolute utility gains from search. This also holds for higher prices. Second, for large levels of context effects ( $\gamma=1.00$ or $\rho=1.00$ ) - which we observe in our experiment - we find substantial welfare losses among all search cost levels. At high price scales, subjects with small search costs lose more than 10 percent of the absolute gains from search, and subjects with large search costs lose almost 50 percent (these values are slightly smaller under the relative thinking parametrization). ${ }^{14}$

These results hold for our setting where the price distribution at each shop is fixed. Context effects imply that individuals invest too little effort into price search. In search markets, this may encourage firms to charge higher prices. Therefore, the impact of context effects on consumer surplus is potentially much larger in market settings than in our setting. In particular, also consumers who search a lot may then be affected by the firms' response to context effects.

## 6 Robustness

Could other mechanisms explain large and increasing search cost estimates? In this section, we conduct a variety of robustness checks and additional tests in order to show that only context effects provide a reasonable explanation for this phenomenon in our setting. In Subsection 6.1, we discuss whether a lack of comprehension could explain why AMT workers spent relatively little effort on search. In Subsection 6.2, we consider Prolific and student subjects to show that our main results generalize to these subject pools. In Subsection 6.3, we study search in

[^11]a setting where subjects observe low and high price scales at the same time. In Subsection 6.4, we examine diminishing utility from money as well as convex search costs as alternative explanations for our results. Online Appendix A contains several further robustness checks. In particular, we relax the assumption on the search cost distribution (Appendix A.13), include non-searchers into the search cost estimation (Appendix A.14), study how our estimation results are affected when we exclude subjects who only search once (Appendix A.15), or when we assume non-sequential search to estimate search costs and context effects (Appendix A.16). We obtain our main results in all these variants of our empirical analysis.

### 6.1 Comprehension of the Search Environment

The AMT workers in our sample spend relatively little effort on search, despite substantial incentives. Low search effort is a fairly common finding in observational data. Both De los Santos (2012) and Ursu et al. (2023) report a median number of one visited website. It is also observed in experimental settings (e.g., Fehr and Wu 2023). Nevertheless, one may suspect that a lack of comprehension of the search environment (and hence an undervaluation of the gains from search) partially drives the results in our setting. We conduct a number of robustness checks to show that a lack of comprehension is unlikely to explain our findings.

First, we consider several subsamples of AMT workers where comprehension problems are arguably less severe. These subsamples are: AMT workers who indicate to have a university degree (Bachelor's or Master's degree); these are 74.1 percent of our sample; AMT workers with a CRT score of 2 or 3 ; these are 56.7 percent of the sample; AMT workers who spend more time than the median (around 6.7 minutes) on Part 1 of the experiment, where we explain the search task in detail; and AMT workers who satisfy all of these criteria; these are 18.2 percent of the sample. If a lack of understanding partially drives our results, we should observe more search and a smaller level of context effects in these subsamples. The estimation results are as follows (standard deviation in brackets):

| AMT <br> sample used <br> for estimation | $S 1$ <br> Mean No. <br> Searches | $S 7$ <br> Mean No. <br> Searches | Estimated <br> $\gamma / \rho$ | $S 7$ <br> Standard <br> Model SC | Updated <br> Model SC | Direct <br> SC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| all subjects | $2.9(4.1)$ | $3.5(6.8)$ | $0.98 / 1.14$ | 3.79 | $0.17 / 0.20$ | 0.16 |
| university degree | $2.7(4.5)$ | $2.9(4.2)$ | $1.02 / 1.15$ | 3.52 | $0.15 / 0.18$ | 0.17 |
| high CRT score | $3.3(4.9)$ | $4.1(7.7)$ | $1.03 / 1.16$ | 2.77 | $0.12 / 0.15$ | 0.13 |
| high Part 1 time | $2.9(5.0)$ | $4.2(9.1)$ | $0.91 / 1.12$ | 4.23 | $0.24 / 0.24$ | 0.18 |
| all criteria | $4.1(7.8)$ | $4.2(6.7)$ | $1.07 / 1.27$ | 2.91 | $0.13 / 0.15$ | 0.15 |

In all subsamples, the amount of search, the estimated search costs, and the context effect
parameters are close those values from the full sample. Hence, there is little indication that a lack of comprehension has a sizable impact on our results for the AMT workers.

Next, we conduct two robustness checks with a new sample of 610 AMT workers (around four months after the baseline study). In robustness check $R 1$, we highlight in the invitation to our HIT that the study consists of two parts and that subjects can work as long as they want in the second part to earn additional money. Our goal here was to adjust workers' expectations about the time frame of our HIT. In robustness check $R 2$, we ask a comprehension question that highlights the gains from search. ${ }^{15}$ Specifically, at the end of the instructions to Part 2, we ask subjects about their money earnings if they purchase the product at a particular price. This price was set so that 60 percent of the maximal possible price savings would be realized. ${ }^{16}$ Thus, the money earnings featured in the comprehension check increase in the price scale. We conducted both robustness checks for the treatments $S 1$ and $S 7$; see Appendix A. 6 for the instructions. Appendix A. 7 contains the demographic information, average search behavior, as well as the search cost estimates from the standard and updated models. In both robustness checks, search behavior is similar to that in the baseline study with AMT workers:

|  | $S 1$ <br> Mean No. | $S 7$ <br> Mean No. | $S 7$ <br> Estimated | Standard <br> Model SC | Updated <br> Model SC | Direct <br> SC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Robustness Check |  |  |  |  |  |  |
| $R 1$ (Highlight) | $1.9(1.9)$ | $3.3(5.2)$ | $0.79 / 0.84$ | 3.06 | $0.25 / 0.34$ | 0.33 |
| $R 2$ (Question) | $2.3(2.7)$ | $3.1(4.6)$ | $0.76 / 0.85$ | 3.07 | $0.27 / 0.33$ | 0.17 |

The estimated degrees of diminishing sensitivity/relative thinking are slightly smaller and the estimated search costs slightly larger than in the baseline study (the standard errors remain comparable). However, direct search costs are also somewhat larger in the new samples. Importantly, the estimated degrees of diminishing sensitivity/relative thinking remain roughly the same if we exclude subjects from the analysis who do not correctly answer the comprehension question; see Appendix A. 12 for details. Thus, we conclude that our results are not driven a lack of comprehension of the search environment.

### 6.2 Alternative Subject Pools

An important concern in experimental work is that the results from one subject pool may not generalize to other groups of individuals. Snowberg and Yariv (2021) therefore consider a

[^12]variety of subject pools to examine the behavioral differences in terms of risk, time, and social preferences. We follow this approach and conduct our search experiment with two further subject pools: subjects from the online experiment platform Prolific and student subjects from the University of Innsbruck. In this subsection, we first explain the experimental procedures and then the main results for each subject pool.

Prolific Subjects. We conduct our search experiment with 304 Prolific subjects, 152 in treatment $S 1$ and 152 in treatment $S 7$. The experimental protocol is the same as for the AMT workers with the following changes. First, we include the comprehension question from robustness check $R 2$. Second, we elicit subjects' opportunity costs of time by asking about their expected earnings for a 20 minutes experiment on Prolific and their reservation wage for participating in such an experiment. From the reservation wage, we derive the Prolific subjects' direct search costs. The experiment with these subjects took place in June 2023.

Student Subjects. For the student subjects from the University of Innsbruck, we implement four scale treatments with $z \in\{2,6,10,14\}$. Accordingly, we call these treatments $S 2, S 6, S 10$, and $S 14$ (the experimental currency for student subjects is Euro). The experimental protocol is the same as for the AMT workers with the following differences. First, we double the scales since students subjects must earn on average 15 Euro per hour at the experimental laboratory of the University of Innsbruck (this number is also published on the website of Innsbruck EconLab). Second, there is a time gap between the first and second part of the experiment (so the two parts could not be completed in one session). Third, we do not elicit reservation wages or the opportunity costs of time for student subjects as this could not be done in a meaningful manner. Hence, we take the required average earnings of 15 Euro as a proxy for hourly earnings. The experiment took place in June and July 2021. At that time, the university was still in lockdown mode. Thus, student subjects arguably had a lot of time at their disposal. In total, we recruited 590 student subjects who completed the first part; 150 in treatment $S 2$, 149 in treatment $S 6$, 144 in treatment $S 10$, and 147 in treatment $S 14$.

Main Results and Behavioral Differences. For both subject pools, the full set of descriptive statistics, tests, and search cost estimations are available in Appendix A. 3 (balancing tables), Appendix A. 4 (search paradigm), and Appendix A. 8 (demographic information, descriptive statistics, and estimation results). The main results are as follows:

|  | $S 1 / S 2$ <br> Mean No. | $S 7 / S 14$ <br> Mean No. | $S 7 / S 14$ <br> Estimated <br> Searches | Standard <br> Model SC | Updated <br> Model SC | Direct <br> SC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Robustness Check |  |  |  |  |  |  |
| $R 3$ (Prolific) | $2.9(3.1)$ | $2.9(4.6)$ | $1.03 / 1.09$ | 2.99 | $0.12 / 0.17$ | 0.26 |
| $R 4$ (Students) | $7.0(6.6)$ | $11.5(17.2)$ | $0.42 / 0.46$ | 0.54 | $0.14 / 0.14$ | $<0.25$ |

The search behavior of Prolific subjects is quite similar to that of AMT workers. The average number of searches is roughly the same in the two scale treatments. Accordingly, the estimated context effect parameters are significantly different from zero ( $p$-values $<0.001$ ) and not significantly different from one ( $p$-values $>0.344$ ). The estimated search costs from the updated model are in a similar range as for the AMT workers, between 0.12 USD (model with diminishing sensitivity) and 0.17 USD (model with relative thinking). This is substantially smaller than the search costs per search of 2.99 USD that one would obtain from the standard model in the highest scale treatment. Again, the search cost estimates from the updated model are at the same order as the elicited direct search costs of 0.26 USD.

We obtain slightly different results for our student subjects in lockdown. The students in our sample on average search more shops, and the number of searches increases in the scale, from 7.0 searches in $S 2$ to 11.5 searches in $S 14$. This increase is statistically significant (Jonckheere-Terpstra test, $p$-value $=0.006$ ). However, it is largely driven by a small fraction of subjects who search a lot of shops in high scale treatments. ${ }^{17}$ Accordingly, the median number of searches only increases from 5 in $S 2$ to 6 in $S 14$. The context effect parameters are significantly larger than zero ( $p$-values $<0.001$ ) and significantly smaller than one ( $p$-values $<0.001$ ). Importantly, the average search costs estimated by the standard model increase significantly in scale ( $p$-values $<0.006$ ) and equal 0.54 Euro per search in the highest scale treatment. In contrast, the search costs estimates from the updated model are scale-independent ( $p$-values $>0.367$ ) and equal to 0.14 Euro per search, which most likely is close to students' true opportunity costs of time. Hence, while students search much more than AMT workers and Prolific subjects, we still obtain our two main results in this subject pool.

### 6.3 Multi-Item Search

Do context effects vanish if subjects can search multiple items? One may argue that if individuals have to search for several products with varying price levels, they understand that it is optimal to exert more search effort when prices are high and the price dispersion is large. To examine whether this is the case, we conduct a version of our experiment in which subjects

[^13]can buy two products, Product A and Product B. The price scales of the two products are $S 1$ and $S 7$; the assignment of price scale to product is random. Subjects can search up to 100 product A online shops and up to 100 product B online shops, in any order. All previously searched shops can be accessed from an overview screen. For this experiment, we recruit a new sample of 191 AMT workers (robustness check R5) and a new sample of 159 Prolific subjects (robustness check $R 6$ ); see Appendix A. 9 for the instructions.

Appendix A. 10 contains the demographic information, average search behavior, and search cost estimates for the two new samples. To compare the new results to our previous ones, we "naively" treat search in the two scales as separate datasets. ${ }^{18}$ Our main results are as follows:

|  | $S 1$ <br> Mean No. | $S 7$ <br> Mean No. | $S 7$ <br> Estimated <br> Searches | Standard <br> Model SC | Updated <br> Model SC | Direct <br> SC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Robustness Check |  |  |  |  |  |  |
| R5 (MI, AMT) | $1.3(1.4)$ | $1.7(3.0)$ | $0.93 / 0.95$ | 3.87 | $0.22 / 0.32$ | 0.18 |
| R6 (MI, Prolific) | $2.5(3.6)$ | $5.4(13.7)$ | $0.76 / 0.87$ | 3.41 | $0.29 / 0.34$ | 0.26 |

AMT workers search slightly more in treatment $S 7$ than in treatment $S 1$ (one-sided t-test, $p$ value $=0.077$ ). Nevertheless, the estimated search costs from the standard model are again very different under the two treatments - 0.61 USD in $S 1$ and 3.87 USD in $S 7$ - and the estimated context effect parameters are close to one. Prolific subjects seem to search more in treatment $S 7$ than in treatment $S 1$ (one-sided t-test, $p$-value $=0.066$ ), but this difference is largely due to a few subjects who search almost all shops in treatment $S 7$. Hence, the estimated search costs from the standard model again increase from 0.62 USD in $S 1$ to 3.41 USD in $S 7$. The estimated context effect parameters are slightly smaller than for AMT workers, but still closer to one than to zero. Overall, we conclude that context effects remain strong even when individuals can search in varying price scales simultaneously.

### 6.4 Diminishing Utility from Money and Increasing Search Costs

Diminishing Utility from Money. In Part 2 of the experiment, subjects receive a budget equal to the highest possible price $b$ to avoid negative payments. Therefore, scale-dependent search costs could in principle be consistent with an income effect that is induced by the scaledependent budget and expected utility preferences with risk aversion: ${ }^{19}$ Subjects earn on average more from search in treatment $S 7$ than in treatment $S 1$. Hence, their marginal utility from

[^14]money after the first search is on average smaller in $S 7$ than in $S 1$ (and consequently also their payoff from an additional fixed price saving).

Even though such an argument may seem appealing at first glance, it is not empirically plausible. Substantial curvature of the von Neumann-Morgenstern utility function on a small support implies implausible lottery and labor supply choices. In terms of lotteries, this argument was first formalized by Rabin (2000). He shows that risk aversion at small lotteries would imply the rejection of very attractive large lotteries. For example, if the DM rejects the 50-50 gamble "gain 12 USD or lose 10 USD" at all initial wealth levels, then, under expected utility preferences, she would also reject a 50-50 gamble with a loss of 100 USD and any gain value.

In terms of labor supply, expected utility preferences with risk aversion would imply consumption smoothing considerations and hence a positive relationship between transitory changes in wages and working hours (e.g., Camerer et al. 1997). However, such considerations seem to be absent in our setting. To show this, we consider the subsample of AMT workers with above median working hours on AMT. These individuals work 31 hours or more per week on the platform.

| AMT | $S 1$ <br> sample used <br> for estimation | Mean No. <br> Searches | Mean No. <br> Searches | Estimated <br> $\gamma / \rho$ | $S 7$ <br> Standard <br> Model SC | Updated <br> Model SC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | | Direct |
| :---: |
| SC |

Our estimation results for this group show large degrees of diminishing sensitivity/relative thinking as well as a particularly pronounced difference between standard model search costs and direct search costs. In treatment $S 7$, one more search would on average take these subjects 1 minute and 29 seconds and yield them an expected payoff of 1.55 USD, which in turn would allow them to reduce their weekly working time on AMT by 30 minutes and 15 seconds.

Increasing Search Costs. The classic sequential search model assumes that search costs per search are constant in the number of searches. Many empirical search models stick to this assumption. In general, it may also be possible that search costs increase in the number of searches, depending on the environment. However, we believe that increasing search costs are unlikely to explain our results. The AMT workers' number of searches increases only slightly, from 2.9 in treatment $S 1$ to 3.5 in treatment $S 7$ (and this increase is not statistically significant). Overall, they spend on average less than 5 minutes on search, but work for many hours on AMT. Hence, it seems unlikely that increasing search costs can rationalize their behavior. Next, the Prolific workers' number of searches is on average essentially the same
in the treatments $S 1$ and $S 7$, which again rules out increasing search costs as an explanation. Finally, the student subjects' number of searches increases significantly between treatments. There are three reasons why increasing search costs cannot fully rationalize their behavior (we discuss them in some detail in Appendix A.11). First, subjects have the option to take breaks between searches, but very few of them make use of it. Second, the increase in effort costs would be so large that they could not perform a simple data-entry job for more than a few minutes. Third, we can show that an empirical search model that captures increasing and convex search costs, but abstracts from context effects, does not produce scale-independent search cost estimates.

## 7 Combining the Context Effect Models

So far, we were agnostic about whether the context effects in our setting are driven by diminishing sensitivity or relative thinking. The parametrizations of both context effects lead to scale-independent search cost estimates that are at the same order as subjects' opportunity costs of time. In this section, we consider scale variations that enable us to disentangle diminishing sensitivity and relative thinking. Specifically, we add an additive scale variation - an increase in the price level that keeps the price range constant - and combine the parametrizations of the two context effects to jointly estimate search costs and the context effect parameters.

For this, we use the data from the Prolific experiment where we conducted a treatment where prices vary between 26 and 28 USD (additionally to the treatments $S 1$ and $S 7$ ). We call this treatment $S 1+$. The price range in $S 1+$ is the same as in treatment $S 1$ where prices vary between 2 and 4 USD. Thus, the incentives for search are the same in both treatments. Subjects only see higher prices in treatment $S 1+$. In total, we have 152 Prolific subjects in treatment $S 1+$ and 138 of them ( 88.5 percent) searched at least one shop.

We first compare subjects' search behavior in treatment $S 1$ and treatment $S 1+$. Since the price range is the same in both treatments, any behavioral difference cannot be due to rangebased relative thinking. We observe a small, but significant behavioral difference. In treatment $S 1$, the gain share is 0.71 percent and the estimated search costs from the standard model are 0.35 USD per search. In treatment $S 1+$, the gain share is only 0.63 percent and the estimated search costs from the standard model are 0.55 USD per search, i.e., 57 percent higher than in treatment $S 1$. The differences in these variables are statistically significant (gain shares $p$-value $=0.031$, standard model search costs $p$-value $=0.019$ ). These results suggest that diminishing sensitivity plays a role in the overall context effect. However, they do not reveal how important it is as compared to relative thinking.

To asses this, we use all three treatments to jointly estimate search costs, the degree of
diminishing sensitivity $\gamma$, and the degree of relative thinking $\rho$. To this end, we update the valuation function $v$ by combining $v^{d s}$ and $v^{r t}$ to

$$
\begin{equation*}
v^{d s, r t}=\frac{1}{\Delta_{F}^{\rho}} \frac{p^{1-\gamma}-1}{1-\gamma} . \tag{23}
\end{equation*}
$$

The mapping between the reservation price $r$ and search costs for given context effect parameters $\gamma$ and $\rho$ then equals

$$
\begin{equation*}
c(r, \gamma, \rho)=\frac{1}{\Delta_{F}^{\rho}} c(r, \gamma), \tag{24}
\end{equation*}
$$

where $c(r, \gamma)$ is the search cost function defined in Subsection 5.2. Using this equation, we can jointly estimate search costs and both context effect parameters.

Table 6: Search Cost Estimates (Diminishing Sensitivity and Relative Thinking Combined)

|  | Standard Model |  |  | Updated Model |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| S 1 |  | $0.349^{* * *}$ | $0.420^{* * *}$ |  |  | $0.156{ }^{* * *}$ |
|  |  | (0.051) | (0.098) |  |  | (0.023) |
| S 1+ |  | $0.553^{* * *}$ | $0.685^{* * *}$ |  |  | $0.171^{* * *}$ |
|  |  | (0.080) | (0.157) |  |  | (0.024) |
| S7 |  | $2.921^{* * *}$ | $3.491^{* * *}$ |  |  | $0.163^{* * *}$ |
|  |  | (0.436) | (0.812) |  |  | (0.024) |
| $\tilde{\beta}_{0}$ | $1.116^{* * *}$ |  |  | $0.164^{* * *}$ | $0.196^{* * *}$ |  |
|  | 0.144) |  |  | (0.035) | (0.055) |  |
| $\tilde{\sigma}$ | $3.902^{* * *}$ | $1.918^{* * *}$ | $1.851^{* * *}$ | $0.374^{* * *}$ | $0.358^{* *}$ | $0.373^{* * *}$ |
|  | (0.874) | (0.329) | (0.315) | (0.099) | (0.094) | (0.063) |
| $\gamma$ | 0.000 | 0.000 | 0.000 | 0.161** | 0.172** | 0.161 |
|  |  |  |  | (0.078) | (0.078) |  |
| $\rho$ | 0.000 | 0.000 | 0.000 | $0.907^{* * *}$ | $0.891^{* * *}$ | 0.907 |
|  |  |  |  | (0.088) | (0.087) |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 415 | 415 | 415 | 415 | 415 | 415 |

Notes: Same ordered probit regressions as in Table 4, with Prolific subjects from robustness check $R 3$ and one more scale treatment ( $S 1+$ ); updated models with parametrization for the combined model. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at * $p<0.1,{ }^{* *} p<0.05$, and ${ }^{* * *} p<0.01$.

Table 6 contains the estimation results for both the standard model, see Columns (1) to (3), and the updated models, see Columns (4) to (6). From the combined model, we obtain a degree of diminishing sensitivity of $\gamma=0.16$ and a degree of relative thinking of $\rho=0.91$; see Column (4) of Table 6 . Both values are significantly different from zero. This result suggests that, in our setting, relative thinking is the main driver of context effects. Further, the estimated
search costs per search are on average 0.16 USD. Column (6) of Table 6 shows the estimated search costs for each treatment; they are not significantly different from each other ( $p$-values $>0.628$ ). The direct search costs in all three treatments are on average 0.25 USD, which is slightly larger but still at the same order than the estimated search costs. We therefore obtain our main results also in the framework with combined context effect models.

At this stage, a word of caution is in order. The result that context effects are mostly driven by the price range cannot be easily generalized. In our experiment, the price range is fairly salient to subjects. This may not be the case in many real-world settings where consumers do not know the exact price range (in which case diminishing sensitivity may be more important than relative thinking). We leave the exact drivers of context effects for future research.

## 8 Conclusion

Empirical search cost estimates for digital markets are typically large and increasing in price scale of the product category. Therefore, search cost estimates are often difficult to reconcile with the time searchers need to identify different options. Why should the costs of finding a price quote online be several dollars when the required effort only takes a few seconds?

To study the cause for large and scale-dependent search cost estimates, and to abstract from traditional explanations for this phenomenon (like product complexity or pessimistic beliefs), we conducted an online search experiment. In this experiment, we varied the price scale while keeping all other aspects of the search environment constant. We obtained two main results: First, the search costs estimates from a standard search model are indeed large and increasing in the price scale. Second, allowing for context effects - diminishing sensitivity and relative thinking - in the empirical model yields scale-independent search cost estimates that correspond reasonably well with searchers' true opportunity costs of time.

Our results have implications for empirical work on search costs. This literature has convincingly demonstrated the importance of frictions due to search costs. However, the precise magnitude of search cost estimates from observational data must be interpreted with caution because of price scale effects. These estimates may not accurately reflect the effort required to identify options or searchers' opportunity costs of time, especially when they are large relative to the time needed to find an alternative. In that case, they may rather be a measure for money left at the table. Our search cost estimates are considerably lower after accounting for context effects. Therefore, in many applications, the true time and hassle costs of search are most likely smaller than suggested by standard search cost estimates. This is important when assessing the welfare implications in markets with search frictions. We briefly outline what our results imply for future empirical work on search costs.

Specification of the Indirect Utility Function. Future empirical research on search costs can incorporate our results on the importance of context effects in a number of ways. If there are reasons to believe that only relative price savings matter for consumers, one may adopt a logarithmic instead of a linear price specification. For example, the empirical literature on search in retail finance markets in fact implicitly appears to take such an approach, i.e., by focusing on rates and returns instead of absolute fees; see Clark et al. (2022) for a recent review of this literature. Nevertheless, Hortacsu and Syverson (2004) find that the distribution of rates is less dispersed for large investors. This suggests absolute fees matter to some extent (although other interpretations are also possible). More generally, future empirical work may adopt a more flexible specification than a linear price in the indirect utility function of the empirical search model to estimate the extent of context effects.

Direct Search Cost Measures. In many real-world settings, subjective beliefs about the price distribution or the specification of products may matter for consumers' search efforts and final choices. To evaluate whether the search cost estimates from an empirical model reflect physical search costs or misspecified beliefs, it could be useful to have a direct search cost measure as we had in our analysis. In many online settings, it may not be difficult to obtain such a measure. Click data already contain the information necessary to get an estimate on the time consumers need to find product information and price quotes. Combining it with data on searchers' labor wages creates a benchmark to which one can compare search cost estimates. Alternatively, researchers may obtain a direct search cost measure by evaluating how easy or difficult it is to search for product and price information on a given platform, and to compare different options. If the values of direct and estimated search costs differ substantially - even after taking context effects into account - this may indicate that searchers face further obstacles such as biased beliefs or trust issues.

Combination of Data Sets and Multi-Item Search. An important advantage of our experimental setting was that it allows to vary the price scale, while keeping the effort for price search (and all other features of the search environment) constant. In this way, we were able to identify the level of context effects in our setting. However, we believe that is also possible to obtain estimates for the level of context effects from observational data. One option is to combine data on price distributions from markets with varying price scales, but similar direct search costs, and to extend existing empirical search models to incorporate context effects. Another promising option to estimate the level of context effects could be to study search for multiple items with different price scales (as we did in one of our robustness checks). For example, researchers may exploit individuals' search spells for several products in click data. This may even allow them to identify the distribution over context effect parameters in the population.
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## A Online Appendix for "Search Costs and Context Effects"

## A. 1 Proof of Proposition 1

Suppose the DM exhibits diminishing sensitivity of degree $\gamma$. We have $r_{\gamma} z=r_{\gamma}(z)$. Hence, we can write the indifference condition as

$$
\begin{equation*}
c=\int_{a}^{r_{\gamma}} \frac{\left(z r_{\gamma}\right)^{1-\gamma}-(z p)^{1-\gamma}}{1-\gamma} f(p) d p \tag{25}
\end{equation*}
$$

Using implicit differentiation, we obtain

$$
\begin{equation*}
\frac{d r_{\gamma}}{d z}=-\frac{r_{\gamma}}{z}+\frac{r_{\gamma}^{\gamma}}{z} \frac{1}{F\left(r_{\gamma}\right)} \int_{a}^{r_{\gamma}} p^{1-\gamma} f(p) d p \tag{26}
\end{equation*}
$$

This expression is zero for $\gamma=1$ and strictly negative for $\gamma<1$. From this the first statement follows directly. Next, we calculate that

$$
\begin{equation*}
\frac{\partial}{\partial \gamma}\left[\frac{d r_{\gamma}}{d z}\right]=\frac{r_{\gamma}^{\gamma}}{z} \frac{1}{F\left(r_{\gamma}\right)} \int_{a}^{r_{\gamma}} p^{1-\gamma}\left[\ln r_{\gamma}-\ln p\right] f(p) d p \tag{27}
\end{equation*}
$$

Since we have $r_{\gamma} \geq p$ this expression is strictly positive, which implies the second statement. We show that the two statements also hold if the DM exhibits relative thinking of degree $\rho$. We have $r_{\rho} z=r_{\rho}(z)$ so that we can write the indifference condition as

$$
\begin{equation*}
c=\int_{a}^{r_{\rho}} z^{1-\rho} \frac{r_{\rho}-p}{(b-a)^{\rho}} f(p) d p \tag{28}
\end{equation*}
$$

from which we obtain

$$
\begin{equation*}
\frac{d r_{\rho}}{d z}=-\frac{1-\rho}{z} \frac{1}{F\left(r_{\rho}\right)} \int_{a}^{r_{\rho}}\left(r_{\rho}-p\right) f(p) d p \tag{29}
\end{equation*}
$$

This expression is zero for $\rho=1$ and strictly negative for $\rho<1$, which shows the first statement for relative thinking. Further, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial \rho}\left[\frac{d r_{\rho}}{d z}\right]=\frac{1}{z} \frac{1}{F\left(r_{\rho}\right)} \int_{a}^{r_{\rho}}\left(r_{\rho}-p\right) f(p) d p \tag{30}
\end{equation*}
$$

Since this expression is strictly positive, the second statement also holds for relative thinking.

## A. 2 Instructions

This appendix shows the instructions to the experiment for the AMT workers. The prices mentioned in these instructions are for the $S 1$ treatment (they change according to the treatment). The instructions for the Prolifc and student subjects are essentially the same and only differ in payment details.

## Instructions for Part 2, Screen 1

The second part of the study is about buying a product. We call it "Product A."

Your budget for this product is 4 USD. If you buy product A at price $P$, then your earnings in the second part of the study will be 4 USD minus the price, that is $4-\mathrm{P}$ USD. The earnings from this part of the study will be paid as a bonus in MTurk.

You can simply buy product A for 4 USD. You do not need to do anything else for this. All the earnings will be paid automatically.

Alternatively, you can search for a lower price for product A in some online shops. On the next page we will explain how this works.

## Instructions for Part 2, Screen 2

The second part of this study starts right after the first. However, you do not have to complete it immediately. We are going to send you an email message containing the link to the second part so that you can complete it anytime within the next four days.

In the second part of the study you will get access to up to 100 online shops that offer product A. The prices in each online shop vary between 2 and 4 USD. The following graph shows the probability distribution over all possible prices in each online shop. All prices between 2 and 4 USD are equally probable.


To find out the price of an online shop, a 16-digit code must be entered on the store page. This code will be given to you as soon as you click on an online shop (but it cannot be entered by "copy and paste"). After entering the code the price will be displayed.

To help you understand this principle, here is some typical code:

H2J2H34VSDF217GD

Please, enter this code on the next page! Note that "copy and paste" is not possible (just like at the actual online shops).

## Instructions for Part 2, Screen 3

The code from the last page is: [Textfield]

## Instructions for Part 2, Screen 4

Once you learn the price of product A at an online shop, you can decide whether you want to buy the product from that online shop or continue searching.

You can visit each online shop as often as you want. However, you can also stop at any time by clicking "Buy."

If you visit the shop again, you will not have to enter the code to find out the price (the price of an online shop does not change).

You can buy product A only once. As soon as you click "Buy", you purchase product A at the price of this online shop and the second part of this study is over.

## Instructions for Part 2, Screen 5

If you do nothing, you automatically buy product $A$ at a price of 4 USD. We then pay you a bonus of 4-4 $=0$ USD for the second part of the study.

If you buy product $A$ at price $P$ in one of the online shops, we pay you a bonus of $4-P$ USD.

If you visit some online shops but do not buy product A from any of them, you will automatically buy the product at the price of 4 USD and your bonus will be 4-4=0 USD.

## Instructions for Part 2, Screen 6

Before continuing with the second part and searching for a price of product A , please enter the code [code] in MTurk now. This is necessary to end the first part and will secure your payment of 1 USD. Your earnings from the second part will be paid to you as a bonus and there will be no need to enter anything else in MTurk to end the second part.

You can also continue searching at some later time. We are going to send you an email with the link to the second part. You have four days to buy product A. Of course, participation in the second part is completely optional. However, you will not receive a bonus payment if you decide not to search.

I have entered the code [code] in MTurk [Checkbox]

We will not be able to pay you if you do not enter this code in MTurk!

Please follow this link to the second part: [Link]

## A. 3 Balancing Tables

Table A1: Descriptive Statistics Across Treatments, All Subjects

| Treatment | $S 1 / S 2$ | $S 3 / S 6$ | $S 5 / S 10$ | $S 7 / S 14$ | One-way <br> ANOVA <br> $p$-value |
| :--- | :--- | :--- | :--- | :--- | :--- |

Panel A: AMT Workers

| Age | $40.5(11.7)$ | $39.4(11.2)$ | $40.2(12.8)$ | $38.7(11.2)$ | 0.522 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Gender (share females) | 0.48 | 0.44 | 0.44 | 0.40 | 0.597 |
| Willingness to take risk | $5.8(2.8)$ | $5.8(2.7)$ | $6.1(2.7)$ | $5.8(2.7)$ | 0.747 |
| CRT score | $1.7(1.2)$ | $1.8(1.2)$ | $1.5(1.3)$ | $1.7(1.2)$ | 0.148 |
|  |  |  |  |  |  |
| Education | $2.9(0.8)$ | $2.9(0.7)$ | $3.0(0.7)$ | $2.9(0.7)$ | 0.350 |
| Average hourly earnings | $7.0(8.2)$ | $7.5(7.7)$ | $8.3(9.4)$ | $6.4(4.3)$ | 0.147 |
| Average hours per week | $20.9(15.0)$ | $22.0(14.3)$ | $19.5(14.5)$ | $20.7(16.1)$ | 0.545 |
| $N$ | 140 | 161 | 153 | 172 |  |

Panel B: Prolific Subjects

| Age | $41.5(13.2)$ | $41.6(13.6)$ | 0.925 |
| :--- | :---: | :---: | :---: |
| Gender (share females) | 0.43 | 0.39 | 0.416 |
| Willingness to take risk | $5.2(2.6)$ | $5.4(2.5)$ | 0.622 |
| CRT score | $1.7(1.2)$ | $1.8(1.2)$ | 0.497 |
|  |  |  |  |
| Education | $2.7(0.8)$ | $2.8(0.8)$ | 0.149 |
| Expected hourly earnings | $12.0(8.0)$ | $12.7(8.1)$ | 0.417 |
| Hourly reservation wage | $9.7(6.1)$ | $11.8(17.0)$ | 0.163 |
| $N$ | 152 | 152 |  |

Panel C: Student Subjects

| Age | $23.3(3.0)$ | $23.7(3.2)$ | $23.4(3.0)$ | $23.5(3.6)$ | 0.716 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Gender (share females) | 0.65 | 0.59 | 0.64 | 0.60 | 0.626 |
| Willingness to take risk | $5.5(2.3)$ | $5.7(2.1)$ | $5.4(2.1)$ | $5.2(2.2)$ | 0.209 |
| CRT score | $2.0(1.1)$ | $2.1(1.1)$ | $2.1(1.1)$ | $2.1(1.1)$ | 0.997 |
| $N$ | 148 | 146 | 143 | 144 |  |

Notes: Age is in years, willingness to take risk is on a scale from 0 (not willing to take risk at all) to 10 (very willing to take risk), CRT score is on a scale from 0 to 3 , education is on a scale from 0 to $4(0=$ No degree, $1=$ Some high school, 2 = High school degree, 3 = Bachelor's degree, $4=$ Master's degree or higher); average hourly earnings, expected hourly earnings, and hourly reservation wage are in USD. Standard deviation in parentheses.

Table A2: Descriptive Statistics Across Treatments, Searchers only

| Treatment | $S 1 / S 2$ | $S 3 / S 6$ | $S 5 / S 10$ | $S 7 / S 14$ | One-way <br> ANOVA <br> $p$-value |
| :--- | :--- | :--- | :--- | :--- | :--- |

Panel A: AMT Workers

| Age | $41.3(11.9)$ | $40.0(11.3)$ | $40.3(12.7)$ | $38.6(10.7)$ | 0.296 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Gender (share females) | 0.50 | 0.41 | 0.46 | 0.41 | 0.365 |
| Willingness to take risk | $5.6(2.9)$ | $5.5(2.6)$ | $6.0(2.6)$ | $5.7(2.6)$ | 0.500 |
| CRT score | $1.8(1.2)$ | $1.9(1.2)$ | $1.6(1.3)$ | $1.8(1.2)$ | 0.119 |
|  |  |  |  |  |  |
| Education | $2.9(0.8)$ | $2.9(0.7)$ | $3.0(0.8)$ | $2.9(0.7)$ | 0.546 |
| Average hourly earnings | $7.1(7.9)$ | $7.1(5.5)$ | $8.2(8.7)$ | $6.3(4.2)$ | 0.138 |
| Average hours per week | $20.6(14.4)$ | $20.8(12.8)$ | $18.8(13.5)$ | $20.1(15.3)$ | 0.655 |
| $N$ | 119 | 135 | 127 | 147 |  |

Panel B: Prolific Subjects

| Age | $41.1(12.1)$ | $41.3(13.3)$ | 0.901 |
| :--- | :---: | :---: | :---: |
| Gender (share females) | 0.42 | 0.39 | 0.527 |
| Willingness to take risk | $5.3(2.6)$ | $5.5(2.4)$ | 0.543 |
| CRT score | $1.7(1.2)$ | $1.8(1.2)$ | 0.665 |
|  |  |  |  |
| Education | $2.6(0.8)$ | $2.8(0.7)$ | 0.082 |
| Expected hourly earnings | $12.0(8.2)$ | $12.7(8.0)$ | 0.515 |
| Hourly reservation wage | $9.6(5.9)$ | $11.9(17.7)$ | 0.151 |
| $N$ | 139 | 137 |  |

Panel C: Student Subjects

| Age | $23.4(3.1)$ | $23.5(2.9)$ | $23.5(3.2)$ | $23.2(2.9)$ | 0.887 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Gender (share females) | 0.63 | 0.60 | 0.65 | 0.56 | 0.536 |
| Willingness to take risk | $5.5(2.2)$ | $5.7(2.0)$ | $5.3(2.1)$ | $5.2(2.2)$ | 0.380 |
| CRT score | $2.1(1.1)$ | $2.0(1.1)$ | $2.1(1.0)$ | $2.1(1.1)$ | 0.966 |
| $N$ | 126 | 121 | 124 | 119 |  |

Notes: Age is in years, willingness to take risk is on a scale from 0 (not willing to take risk at all) to 10 (very willing to take risk), CRT score is on a scale from 0 to 3 , education is on a scale from 0 to 4 ( $0=$ No degree, $1=$ Some high school, $2=$ High school degree, 3 = Bachelor's degree, $4=$ Master's degree or higher); average hourly earnings, expected hourly earnings, and hourly reservation wage are in USD. Standard deviation in parentheses.

## A. 4 Sequential versus Non-Sequential Search

We assess whether the search behavior in our experiment is more in line with sequential or nonsequential search. De los Santos et al. (2012) suggest three tests, which can be directly applied to our data. Test 1 to Test 3 below are directly taken from De los Santos et al. (2012); only the wording is slightly adjusted. Additionally, Test 1 contains a prediction for non-sequential search, which is not part of the original version. ${ }^{20}$

Test 1 (Recall). Under sequential search, a subject should not buy from a previously sampled shop, unless she has sampled all shops. Under non-sequential search, the probability of buying from the last sampled shop should not be significantly different from the probability of buying from any given previously sampled shop.

Test 2 (Price Dependence I). Under sequential search, those subjects who search only once are more likely to have found a relatively low price than those subjects who search more than once. Under non-sequential search, there should be no such relationship.

Test 3 (Price Dependence II). Under sequential search, subjects are more likely to continue search if the price at the current shop is relatively high. Under non-sequential search, there should be no such relationship.

Table A3 summarizes the results of all tests and for all subject pools. For Test 1, we find that 87.7 percent of AMT workers, 85.5 percent of Prolific subjects, and 59.4 percent of student subjects indeed purchase from the last sampled shop or search all 100 shops (six student subjects did the latter). Importantly, the probability of buying from the last sampled shop is much larger than the probability of buying from any given previously sampled shop (onesided t -tests, $p$-values $<0.001$ ). With respect to Test 2 , we find that those subjects who search exactly once find on average a significantly lower price at the first shop than subjects who search more than once. The differences are significant for AMT workers (one-sided t -tests, $p$-values $<0.007$ ), Prolific subjects (one-sided t-tests, $p$-values $<0.021$ ), and student subjects (one-sided t-tests, $p$-values $<0.001$ ). Finally, for Test 3 , we find that, at any shop, the probability of continuing search increases significantly in the observed price. Table A3 shows the average increase in the probability of continuing search when the price at the current shop is raised by one USD/Euro. These results originate from a linear probability regression model and the corresponding coefficients are all significant at the 1-percent level. We conclude that behavior in our experiment is roughly consistent with sequential search and inconsistent with non-sequential search.

[^15]Table A3: Sequential versus Non-Sequential Search

|  | Panel A: <br> AMTworkers | Panel B: <br> Prolific Subjects | Panel C: <br> Student Subjects |
| :--- | :---: | :---: | :---: |
| Test 1 (Recall) | $87.7 \%$ | $85.5 \%$ |  |
| share purchase from <br> last sampled shop or <br> search all shops | $5.9 \%$ | $7.6 \%$ | $59.4 \%$ |
| av. purchase prob. for <br> previously sampled shop |  |  | $4.9 \%$ |

Test 2 (Price Dependence I)

| price at first shop | one search vs. <br> multiple searches | one search vs. <br> multiple searches | one search vs. <br> multiple searches |
| :--- | :---: | :---: | :---: |
| $S 1 / S 2$ | 2.84 vs. 3.20 | 2.85 vs. 3.04 | 4.76 vs. 6.07 |
| $S 3 / S 6$ | 8.29 vs. 9.81 |  | 13.68 vs. 18.98 |
| $S 5 / S 10$ | 14.73 vs. 15.98 |  | 23.24 vs. 31.22 |
| $S 7 / S 14$ | 20.61 vs. 22.54 | 19.09 vs. 22.06 | 30.60 vs. 42.26 |

Test 3 (Price Dependence II)

| change in prob. <br> continuing search | one USD price <br> increase at <br> current shop | one USD price <br> increase at <br> at current shop | one Euro price <br> increase at <br> at current shop |
| :--- | :---: | :---: | :---: |
| $S 1 / S 2$ | $23.1 \%$ | $20.6 \%$ | $7.4 \%$ |
| $S 3 / S 6$ | $7.9 \%$ |  | $1.8 \%$ |
| $S 5 / S 10$ | $5.1 \%$ | $4.3 \%$ | $1.3 \%$ |
| $S 7 / S 14$ | $3.4 \%$ | $0.8 \%$ |  |

Notes: The results for Test 3 originate from an OLS regression. The unit of observation in this regression is a price observation. The dependent variable has value 1 if subjects continued searching after observing the price and value 0 otherwise. The independent variables are the price at the current shop, treatment dummies, and interactions between the price at the current shop and the treatment dummies. Standard errors are clustered at the individual level.

## A. 5 Welfare and Price Scale: Detailed Results

Table A4: Relative Welfare Loss from Context Effects

Diminishing Sensitivity Parametrization

|  | $\gamma=0.40$ |  |  | $\gamma=0.70$ |  |  |  | $\gamma=1.00$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Scale $/ c$ | 0.05 | 0.15 | 0.30 | 0.05 | 0.15 | 0.30 | 0.05 | 0.15 | 0.30 |  |
|  |  |  |  |  |  |  |  |  |  |  |
| $z=1$ | $<0.01$ | 0.01 | 0.03 | 0.01 | 0.04 | 0.09 | 0.03 | 0.09 | 0.22 |  |
| $z=2$ | 0.01 | 0.02 | 0.04 | 0.03 | 0.07 | 0.13 | 0.06 | 0.15 | 0.30 |  |
| $z=7$ | 0.01 | 0.03 | 0.04 | 0.05 | 0.09 | 0.15 | 0.11 | 0.23 | 0.39 |  |
| $z=14$ | 0.02 | 0.03 | 0.04 | 0.05 | 0.10 | 0.16 | 0.13 | 0.26 | 0.42 |  |
|  |  |  |  |  |  |  |  |  |  |  |
| $z=20$ | 0.02 | 0.03 | 0.04 | 0.05 | 0.10 | 0.16 | 0.14 | 0.27 | 0.43 |  |
| $z=200$ | 0.01 | 0.02 | 0.03 | 0.05 | 0.09 | 0.14 | 0.16 | 0.31 | 0.47 |  |
| $z=2000$ | 0.01 | 0.02 | 0.02 | 0.04 | 0.07 | 0.11 | 0.17 | 0.32 | 0.49 |  |

Relative Thinking Parametrization

$$
\rho=0.50 \quad \rho=0.75 \quad \rho=1.00
$$

| Scale/c | 0.05 | 0.15 | 0.30 | 0.05 | 0.15 | 0.30 | 0.05 | 0.15 | 0.30 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |  |  |  |
| $z=1$ | $<0.01$ | 0.01 | 0.02 | 0.01 | 0.02 | 0.04 | 0.02 | 0.04 | 0.07 |
| $z=2$ | 0.01 | 0.02 | 0.04 | 0.03 | 0.05 | 0.09 | 0.05 | 0.09 | 0.16 |
| $z=7$ | 0.02 | 0.04 | 0.06 | 0.05 | 0.09 | 0.14 | 0.09 | 0.17 | 0.26 |
| $z=14$ | 0.02 | 0.04 | 0.06 | 0.06 | 0.10 | 0.15 | 0.11 | 0.20 | 0.30 |
|  |  |  |  |  |  |  |  |  |  |
| $z=20$ | 0.02 | 0.04 | 0.06 | 0.06 | 0.11 | 0.16 | 0.12 | 0.21 | 0.31 |
| $z=200$ | 0.02 | 0.04 | 0.05 | 0.06 | 0.11 | 0.15 | 0.14 | 0.25 | 0.36 |
| $z=2000$ | 0.02 | 0.03 | 0.04 | 0.05 | 0.09 | 0.13 | 0.15 | 0.27 | 0.38 |

## A. 6 AMT Robustness Checks (R1 and R2): Instructions

In robustness check $R 1$, we updated the information provided in the invitation on AMT for our HIT. We first show the invitation of the baseline study and then the invitation of the first robustness check. Next, we show the precise wording of the comprehension question in robustness check $R 2$.

## A.6.1 AMT Invitation Baseline Study

## Title:

Scientific study, survey (USD 1, 5-10 minutes, option to earn bonus in additional part (online shopping experiment)).

## Description:

Short survey and online shopping experiment.

## Procedures:

Scientific Study, survey (USD 1, 5-10 minutes, option to earn bonus in additional part (online shopping experiment)).

This is a scientific study conducted by researchers from Frankfurt School of Finance \& Management, KU Leuven, and the University of Innsbruck. Your Worker ID will be retrieved automatically when you click the link to start the project. It will only be used for assigning the payment to the right account and to control that you have not participated in this HIT before. On the last page of the survey, you will receive a personalized completion code. Please copy and paste this completion code in the box below so that we can verify that you have completed the survey.

Please click on the link below in order to start.

Make sure to leave this window open as you complete the project.

## A.6.2 AMT Invitation in Robustness Check R1

Title:

Scientific study, survey, experiment (USD 1 for sure; you can work on the experiment as long as you like to earn more than USD 1).

## Description:

There are two parts to this HIT. First, a short survey for which you get USD 1. Second, you can work on an online shopping experiment as long as you like. For the experiment, you can earn more money (will be paid as a bonus). Details follow in the first part.

## Procedures:

Scientific survey and online shopping experiment (USD 1 for completing the survey; you can work on the experiment as long as you like and earn more money).

This is a scientific study conducted by researchers from Frankfurt School of Finance \& Management, KU Leuven, and the University of Innsbruck.

There are two parts to this HIT. First, a short survey for which you get USD 1. Second, you can work on an online shopping experiment as long as you like. For the experiment, you can earn more money (paid as a bonus). You will learn in the first part how the second part works, including how much additional money you can earn.

Your Worker ID will be retrieved automatically when you click the link to start the project. It will only be used for assigning the payment to the right account and to control that you have not participated in this HIT before. On the last page of the survey, you will receive a personalized completion code. Please copy and paste this completion code in the box below so that we can verify that you have completed the survey.

Please click on the link below in order to start.

Make sure to leave this window open as you complete the project.

## A.6.3 AMT Comprehension Question in Robustness Check R2

At the end of the instructions to Part 2 of our study (after Screen 5), we asked the following comprehension question:

To see whether we explained everything clearly, we will now ask you to answer the following question: Suppose that, after searching for the lowest price, you buy product A at a price of [ $0.7 \times$ highest price] USD. What will be your bonus? [Textfield] USD

In case of a wrong answer, we provided the correct answer and an explanation.

## A. 7 AMT Robustness Checks (R1 and R2): Detailed Results

Table A5: Robustness Checks ( $R 1$ and $R 2$ ) - Demographic Variables

|  | All <br> Subjects | Searchers |
| :--- | :---: | :---: |
|  | Panel A: Robustness Check $R 1$ |  |
|  |  |  |
| Age | $35.8(10.1)$ | $36.0(10.5)$ |
| Gender (share females) | 0.42 | 0.41 |
| Willingness to take risk | $6.7(2.6)$ | $6.6(2.7)$ |
| CRT score | $1.3(1.2)$ | $1.5(1.1)$ |
|  |  |  |
| Education | $0 \%$ | $0 \%$ |
| No degree | $1.0 \%$ | $1.3 \%$ |
| Some high school | $18.4 \%$ | $21.1 \%$ |
| High school degree | $68.4 \%$ | $64.2 \%$ |
| Bachelor's degree | $12.2 \%$ | $13.4 \%$ |
| Master's degree or higher |  |  |
| AMT Labor | $9.7(11.4)$ | $10.4(11.7)$ |
| Average hourly earnings | $25.5(17.1)$ | $25.0(16.7)$ |
| Average hours per week | 304 | 232 |
| $N$ |  |  |

Panel B: Robustness Check R2

| Age | $40.4(12.4)$ | $40.3(12.2)$ |
| :--- | :---: | :---: |
| Gender (share females) | 0.39 | 0.36 |
| Willingness to take risk | $5.8(2.7)$ | $5.6(2.7)$ |
| CRT score | $1.6(1.2)$ | $1.8(1.2)$ |
|  |  |  |
| Education | $0 \%$ | $0 \%$ |
| No degree | $0.7 \%$ | $0.8 \%$ |
| Some high school | $26.8 \%$ | $26.4 \%$ |
| High school degree | $55.9 \%$ | $56.1 \%$ |
| Bachelor's degree | $16.7 \%$ | $16.7 \%$ |
| Master's degree or higher |  |  |
|  | $7.1(5.8)$ | $7.0(5.7)$ |
| $A M T$ Labor | $21.1(15.1)$ | $19.4(13.6)$ |
| Average hourly earnings | 306 | 246 |
| Average hours per week |  |  |
| $N$ |  |  |

Notes: Standard deviation in parentheses.

Table A6: Robustness Checks ( $R 1$ and $R 2$ ) - Descriptive Statistics

|  |  | Mean | Median | Gain |
| :---: | :---: | :---: | :---: | :---: |
| Price | Share | No. Searches | No. Searches | Share |
| Scale | Searchers | if search | if search | if search |

Panel A: Robustness Check R1

| $S 1$ | $[2.00,4.00]$ | 0.78 | $1.9(1.9)$ | 1 | 0.59 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | 0.74 | $3.3(5.2)$ | 1 | 0.63 |
| $N$ |  | 304 | 232 | 232 | 232 |

Panel B: Robustness Check R2

| $S 1$ | $[2.00,4.00]$ | 0.82 | $2.3(2.7)$ | 1 | 0.66 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | 0.79 | $3.1(4.6)$ | 1 | 0.69 |
| $N$ |  | 306 | 246 | 246 | 246 |
|  | Mean | Median | Mean | Median |  |
|  | Price | Search | Search | Total | Total |
|  | Scale | Duration | Duration | Duration | Duration |
|  |  |  |  |  |  |

Panel A: Robustness Check $R 1$

| $S 1$ | $[2.00,4.00]$ | $104(90)$ | 80 | $275(527)$ | 141 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | $87(69)$ | 72 | $484(984)$ | 158 |
| $N$ |  | 230 | 232 | 223 | 232 |

## Panel B: Robustness Check R2

| $S 1$ | $[2.00,4.00]$ | $78(48)$ | 66 | $337(711)$ | 158 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | $86(63)$ | 71 | $353(622)$ | 184 |
| $N$ | 245 | 246 | 230 | 246 |  |

Notes: Search duration and total duration in seconds. For AMT workers from robustness check $R 1$ (robustness check $R 2$ ), the mean duration per search excludes 11 (8) searches that took longer than 10 minutes, and the mean total duration excludes 9 (16) searchers who took longer than 100 minutes. Standard deviation in parantheses.

Table A7: Search Cost Estimates (Robustness Checks $R 1$ and R2, Diminishing Sensitivity)

|  | Standard Model |  |  | Updated Model |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
|  | Panel A: Robustness Check R1 |  |  |  |  |  |
| $S 1$ |  | $\begin{gathered} 0.603^{* * *} \\ (0.086) \end{gathered}$ | $\begin{aligned} & 0.545^{* * *} \\ & (0.118) \end{aligned}$ |  |  | $\begin{gathered} 0.238^{* * *} \\ (0.030) \end{gathered}$ |
| S7 |  | $\begin{aligned} & 3.063^{* * *} \\ & (0.466) \end{aligned}$ | $\begin{aligned} & 3.059^{* * *} \\ & (0.700) \end{aligned}$ |  |  | $\begin{gathered} 0.264^{* * *} \\ (0.036) \end{gathered}$ |
| $\tilde{\beta}_{0}$ | $\begin{aligned} & 1.641^{* * *} \\ & (0.242) \end{aligned}$ |  |  | $\begin{gathered} 0.249^{* * *} \\ (0.052) \end{gathered}$ | $\begin{gathered} 0.214^{* * *} \\ (0.051) \end{gathered}$ |  |
| $\tilde{\sigma}$ | $\begin{aligned} & 4.458^{* * *} \\ & (1.134) \end{aligned}$ | $\begin{aligned} & 2.434^{* * *} \\ & (0.479) \end{aligned}$ | $\begin{aligned} & 1.377^{* * *} \\ & (0.230) \end{aligned}$ | $\begin{gathered} 0.404^{* * *} \\ (0.108) \end{gathered}$ | $\begin{aligned} & 0.217^{* * *} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & 0.403^{* * *} \\ & (0.070) \end{aligned}$ |
| $\gamma$ | 0.000 | 0.000 | 0.000 | $\begin{gathered} 0.793^{* * *} \\ (0.088) \end{gathered}$ | $\begin{aligned} & 0.849^{* * *} \\ & (0.076) \end{aligned}$ | 0.793 |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 232 | 232 | 232 | 232 | 232 | 232 |

## Panel B: Robustness Check R2

| $S 1$ |  | $0.591^{* * *}$ | $0.578^{* * *}$ |  | $0.245^{* * *}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.105)$ | $(0.148)$ |  | $(0.040)$ |  |
| $S 7$ |  | $3.071^{* * *}$ | $2.826^{* * *}$ |  | $0.298^{* * *}$ |  |
|  |  | $(0.503)$ | $(0.761)$ |  |  | $(0.047)$ |
| $\tilde{\beta}_{0}$ | $1.852^{* * *}$ |  |  | $0.272^{* * *}$ | $0.267^{* * *}$ |  |
|  | $(0.324)$ |  |  | $(0.071)$ | $(0.079)$ |  |
| $\tilde{\sigma}$ | $7.079^{* * *}$ | $3.713^{* * *}$ | $2.631^{* * *}$ | $0.631^{* * *}$ | $0.485^{* * *}$ | $0.625^{* * *}$ |
|  | $(2.166)$ | $(0.908)$ | $(0.571)$ | $(0.215)$ | $(0.147)$ | $(0.138)$ |
| $\gamma$ | 0.000 | 0.000 | 0.000 | $0.757^{* * *}$ | $0.737^{* * *}$ | 0.757 |
|  |  |  |  | $(0.103)$ | $(0.096)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 246 | 246 | 246 | 246 | 246 | 246 |

Notes: Same ordered probit regressions as in Table 4, with AMT workers from robustness check $R 1$ and robustness check $R 2$, respectively; updated models with parametrization for diminishing sensitivity. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at * $p<0.1, * * p<0.05$, and ${ }^{* * *} p<0.01$.

Table A8: Search Cost Estimates (Robustness Checks $R 1$ and R2, Relative Thinking)

|  | Standard Model |  |  | Updated Model |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | (2) | (3) | (4) | (5) | (6) |

Panel A: Robustness Check R1

| $S 1$ |  | $0.603^{* * *}$ | $0.545^{* * *}$ |  |  | $0.338^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.086)$ | $(0.118)$ |  | $(0.048)$ |  |
| $S 7$ |  | $3.063^{* * *}$ | $3.059^{* * *}$ |  |  | $0.338^{* * *}$ |
|  |  | $(0.466)$ | $(0.700)$ |  |  | $(0.051)$ |
| $\tilde{\beta}_{0}$ | $1.641^{* * *}$ |  |  | $0.338^{* * *}$ | $0.295^{* * *}$ |  |
|  | $(0.242)$ |  |  | $(0.063)$ | $(0.070)$ |  |
| $\tilde{\sigma}$ | $4.458^{* * *}$ | $2.434^{* * *}$ | $1.377^{* * *}$ | $0.640^{* * *}$ | $0.334^{* * *}$ | $0.640^{* * *}$ |
|  | $(1.134)$ | $(0.479)$ | $(0.230)$ | $(0.157)$ | $(0.071)$ | $(0.126)$ |
| $\rho$ | 0.000 | 0.000 | 0.000 | $0.835^{* * *}$ | $0.887^{* * *}$ | 0.835 |
|  |  |  |  | $(0.094)$ | $(0.082)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 232 | 232 | 232 | 232 | 232 | 232 |

Panel B: Robustness Check R2

| $S 1$ |  | $0.591^{* * *}$ | $0.578^{* * *}$ |  |  | $0.329^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.105)$ | $(0.148)$ |  |  | $(0.059)$ |
| $S 7$ |  | $3.071^{* * *}$ | $2.826^{* * *}$ |  |  | $0.329^{* * *}$ |
|  |  | $(0.503)$ | $(0.761)$ |  |  | $(0.057)$ |
| $\tilde{\beta}_{0}$ | $1.852^{* * *}$ |  |  | $0.329^{* * *}$ | $0.328^{* * *}$ |  |
|  | $(0.324)$ |  |  | $(0.076)$ | $(0.093)$ |  |
| $\tilde{\sigma}$ | $7.079^{* * *}$ | $3.713^{* * *}$ | $2.631^{* * *}$ | $0.876^{* * *}$ | $0.655^{* * *}$ | $0.876^{* * *}$ |
|  | $(2.166)$ | $(0.908)$ | $(0.571)$ | $(0.267)$ | $(0.178)$ | $(0.214)$ |
| $\rho$ | 0.000 | 0.000 | 0.000 | $0.847^{* * *}$ | $0.816^{* * *}$ | 0.847 |
|  |  |  |  | $(0.106)$ | $(0.099)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 246 | 246 | 246 | 246 | 246 | 246 |

Notes: Same ordered probit regressions as in Table 4, with AMT workers from robustness check $R 1$ and robustness check $R 2$, respectively; updated models with parametrization for relative thinking. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at $* p<0.1, * * p<0.05$, and $* * * p<0.01$.

## A. 8 Alternative Subject Pools (R3 and R4): Detailed Results

Table A9: Alternative Subject Pools - Demographic Variables

|  | All |  |
| :--- | :---: | :---: |
|  | Subjects | Searchers |
|  | Panel A: Prolific Subjects |  |
|  |  |  |
| Age | $41.6(13.3)$ | $41.2(12.7)$ |
| Gender (share females) | 0.41 | 0.41 |
| Willingness to take risk | $5.3(2.6)$ | $5.4(2.5)$ |
| CRT score | $1.7(1.2)$ | $1.8(1.2)$ |
|  |  |  |
| Education |  |  |
| No degree | $0.7 \%$ | $0.4 \%$ |
| Some high school | $1.3 \%$ | $1.4 \%$ |
| High school degree | $37.8 \%$ | $38.4 \%$ |
| Bachelor's degree | $45.1 \%$ | $44.9 \%$ |
| Master's degree or higher | $15.1 \%$ | $14.9 \%$ |
|  |  |  |
| Prolific Statistics |  |  |
| Expected hourly earnings | $12.3(8.0)$ | $12.3(8.1)$ |
| Hourly reservation wage | $10.8(12.8)$ | $10.7(13.2)$ |
| $N$ | 304 | 276 |

Panel B: Student Subjects

| Age | $23.5(3.2)$ | $23.4(3.0)$ |
| :--- | :---: | :---: |
| Gender (share females) | 0.62 | 0.61 |
| Willingness to take risk | $5.4(2.1)$ | $5.4(2.1)$ |
| CRT score | $2.1(1.1)$ | $2.1(1.1)$ |
|  |  |  |
| Study Field |  |  |
| Economics | $29.1 \%$ | $30.0 \%$ |
| Law | $5.7 \%$ | $6.1 \%$ |
| Science | $17.2 \%$ | $16.7 \%$ |
| Humanities | $22.6 \%$ | $21.6 \%$ |
| Medical Science | $15.3 \%$ | $15.1 \%$ |
| Other | $10.2 \%$ | $10.4 \%$ |
| $N$ | 581 | 490 |

Notes: Standard deviation in parentheses.

Table A10: Alternative Subject Pools - Descriptive Statistics

|  |  | Mean | Median | Gain |
| :---: | :---: | :---: | :---: | :---: |
| Price | Share | No. Searches | No. Searches | Share |
| Scale | Searchers | if search | if search | if search |

Panel A: Prolific Subjects

| $S 1$ | $[2.00,4.00]$ | 0.91 | $2.9(3.1)$ | 2 | 0.71 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | 0.90 | $2.9(4.6)$ | 1 | 0.70 |
| $N$ |  | 304 | 276 | 276 | 276 |

Panel B: Student Subjects

| $S 2$ | $[4.00,8.00]$ | 0.85 | $7.0(6.6)$ | 5 | 0.87 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 6$ | $[12.00,24.00]$ | 0.83 | $9.6(15.1)$ | 5 | 0.89 |
| $S 10$ | $[20.00,40.00]$ | 0.87 | $10.2(12.1)$ | 6 | 0.91 |
| $S 14$ | $[28.00,56.00]$ | 0.83 | $11.5(17.2)$ | 6 | 0.93 |
| $N$ |  | 581 | 490 | 490 | 490 |
|  |  | Mean | Median | Mean | Median |
|  | Price | Search | Search | Total | Total |
|  | Scale | Duration | Duration | Duration | Duration |

Panel A: Prolific Subjects

| $S 1$ | $[2.00,4.00]$ | $82(53)$ | 68 | $317(459)$ | 195 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | $88(62)$ | 72 | $327(479)$ | 202 |
| $N$ |  | 270 | 276 | 257 | 276 |

Panel B: Student Subjects

| $S 2$ | $[4.00,8.00]$ | $62(32)$ | 55 | $464(425)$ | 359 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 6$ | $[12.00,24.00]$ | $65(36)$ | 53 | $520(558)$ | 382 |
| $S 10$ | $[20.00,40.00]$ | $62(30)$ | 55 | $658(602)$ | 562 |
| $S 14$ | $[28.00,56.00]$ | $60(33)$ | 54 | $758(956)$ | 455 |
| $N$ |  | 487 | 490 | 469 | 490 |

Notes: Search duration and total duration in seconds. For Prolific subjects (student subjects), the mean duration per search excludes 12 (18) searches that took longer than 10 minutes, and the mean total duration excludes 19 (21) searchers who took longer than 100 minutes. Standard deviation in parentheses.

Table A11: Search Cost Estimates (Alternative Subject Pools, Diminishing Sensitivity)

| Standard Model |  |  |  | Updated Model |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | (2) | (3) | (4) | (5) | (6) |

Panel A: Prolific Subjects

| $S 1$ |  | $0.357^{* * *}$ | $0.555^{* * *}$ |  |  | $0.113^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.056)$ | $(0.148)$ |  | $(0.016)$ |  |
| $S 7$ |  | $2.992^{* * *}$ | $4.461^{* * *}$ |  |  | $0.126^{* * *}$ |
|  |  | $(0.477)$ | $(1.231)$ |  |  | $(0.018)$ |
| $\tilde{\beta}_{0}$ | $1.596^{* * *}$ |  |  | $0.119^{* * *}$ | $0.178^{* * *}$ |  |
|  | $(0.279)$ |  |  | $(0.026)$ | $(0.052)$ |  |
| $\tilde{\sigma}$ | $6.696^{* * *}$ | $2.467^{* * *}$ | $2.419^{* * *}$ | $0.235^{* * *}$ | $0.234^{* * *}$ | $0.234^{* * *}$ |
|  | $(2.040)$ | $(0.533)$ | $(0.513)$ | $(0.65)$ | $(0.64)$ | $(0.044)$ |
| $\gamma$ | 0.000 | 0.000 | 0.000 | $1.029^{* * *}$ | $1.025^{* * *}$ | 1.029 |
|  |  |  |  | $(0.088)$ | $(0.087)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 277 | 277 | 277 | 277 | 277 | 277 |

Panel B: Student Subjects

| $S 2$ |  | $0.247^{* * *}$ | $0.379^{* * *}$ |  |  | $0.124^{* * *}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (0.050) | (0.124) |  |  | (0.024) |
| S6 |  | 0.481*** | $0.731^{* * *}$ |  |  | 0.155*** |
|  |  | (0.101) | (0.251) |  |  | (0.032) |
| S 10 |  | 0.551*** | $0.846^{* * *}$ |  |  | $0.144^{* * *}$ |
|  |  | (0.113) | (0.293) |  |  | (0.029) |
| S 14 |  | 0.579*** | $0.872^{* * *}$ |  |  | $0.133^{* * *}$ |
|  |  | (0.124) | (0.290) |  |  | (0.028) |
| $\tilde{\beta}_{0}$ | $0.458 * * *$ |  |  | 0.138*** | 0.209** |  |
|  | (0.066) |  |  | (0.050) | (0.092) |  |
| $\tilde{\sigma}$ | 1.996*** | 1.816*** | $1.793 * * *$ | 0.542** | 0.547** | 0.541*** |
|  | (0.502) | (0.447) | (0.439) | (0.229) | (0.229) | (0.128) |
| $\gamma$ | 0.000 | 0.000 | 0.000 | 0.415*** | $0.408 * * *$ | 0.415 |
|  |  |  |  | (0.120) | (0.119) |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 490 | 490 | 490 | 490 | 490 | 490 |

Notes: Same ordered probit regressions as in Table 4, with Prolific subjects (robustness check R3) and student subjects (robustness check $R 4$ ), respectively; updated models with parametrization for diminishing sensitivity. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for abovemedian willingness to take risk, and a dummy for above-median CRT score. Significance at * $p<0.1$, ** $p<0.05$, and ${ }^{* * *} p<0.01$.

Table A12: Search Cost Estimates (Alternative Subject Pools, Relative Thinking)

|  | Standard Model | Updated Model |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | (2) | (3) | (4) | (5) | (6) |

Panel A: Prolific Subjects

| $S 1$ |  | $0.357^{* * *}$ | $0.555^{* * *}$ |  |  | $0.168^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.056)$ | $(0.148)$ |  | $(0.026)$ |  |
| $S 7$ |  | $2.992^{* * *}$ | $4.461^{* * *}$ |  |  | $0.168^{* * *}$ |
|  |  | $(0.477)$ | $(1.231)$ |  |  | $(0.027)$ |
| $\tilde{\beta}_{0}$ | $1.596^{* * *}$ |  |  | $0.168^{* * *}$ | $0.253^{* * *}$ |  |
|  | $(0.279)$ |  |  | $(0.034)$ | $(0.078)$ |  |
| $\tilde{\sigma}$ | $6.696^{* * *}$ | $2.467^{* * *}$ | $2.419^{* * *}$ | $0.404^{* * *}$ | $0.396^{* * *}$ | $0.404^{* * *}$ |
|  | $(2.040)$ | $(0.533)$ | $(0.513)$ | $(0.109)$ | $(0.105)$ | $(0.087)$ |
| $\rho$ | 0.000 | 0.000 | 0.000 | $1.092^{* * *}$ | $1.087^{* * *}$ | 1.092 |
|  |  |  |  | $(0.097)$ | $(0.096)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 277 | 277 | 277 | 277 | 277 | 277 |

Panel B: Student Subjects

| $S 2$ |  | $0.247^{* * *}$ | $0.379^{* * *}$ |  |  | $0.131^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.050)$ | $(0.124)$ |  | $(0.027)$ |  |
| $S 6$ | $0.481^{* * *}$ | $0.731^{* * *}$ |  | $0.154^{* * *}$ |  |  |
|  |  | $(0.101)$ | $(0.251)$ |  | $(0.032)$ |  |
| $S 10$ |  | $0.551^{* * *}$ | $0.846^{* * *}$ |  | $0.140^{* * *}$ |  |
|  |  | $(0.113)$ | $(0.293)$ |  | $(0.029)$ |  |
| $S 14$ |  | $0.579^{* * *}$ | $0.872^{* * *}$ |  |  | $0.126^{* * *}$ |
|  |  | $(0.124)$ | $(0.290)$ |  |  | $(0.027)$ |
| $\tilde{\beta}_{0}$ | $0.458^{* * *}$ |  |  | $0.138^{* * *}$ | $0.210^{* * *}$ |  |
|  | $(0.066)$ |  |  | $(0.046)$ | $(0.087)$ |  |
| $\tilde{\sigma}$ | $1.996^{* * *}$ | $1.816^{* * *}$ | $1.793^{* * *}$ | $0.571^{* * *}$ | $0.573^{* *}$ | $0.569^{* * *}$ |
|  | $(0.502)$ | $(0.447)$ | $(0.439)$ | $(0.220)$ | $(0.219)$ | $(0.139)$ |
| $\rho$ | 0.000 | 0.000 | 0.000 | $0.457^{* * *}$ | $0.450^{* * *}$ | 0.457 |
|  |  |  |  | $(0.119)$ | $(0.118)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 490 | 490 | 490 | 490 | 490 | 490 |

Notes: Same ordered probit regressions as in Table 4, with Prolific subjects (robustness check R3) and student subjects (robustness check $R 4$ ), respectively; updated models with parametrization for relative thinking. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at $* p<0.1, * * p<0.05$, and *** $p<0.01$.

## A. 9 Multi-Item Search (R5 and R6): Instructions

## Instructions for Part 2, Screen 1

The second part of the study is about buying two products. We call them "Product A" and "Product B."

Your budget for product A is 4 USD. If you buy product A at price P , you additionally earn 4 USD minus the price, that is 4 - P USD. Your budget for product B is 28 USD. If you buy product B at price $\mathrm{P}^{*}$, you additionally earn 28 USD minus the price, that is $28-\mathrm{P}^{*}$ USD. The earnings from the two transactions will be paid as a bonus in MTurk.

You can simply buy product A for 4 USD and product B for 28 USD. You do not need to do anything else for this. All the earnings will be paid automatically.

Alternatively, you can search for a lower price for product A and product B in some online shops. On the next page we will explain how this works.

## Instructions for Part 2, Screen 2

The second part of this study starts right after the first. However, you do not have to complete it immediately. We are going to send you an email message containing the link to the second part so that you can complete it anytime within the next four days.

In the second part of the study you will get access to up to 100 online shops that offer product A and access to up to 100 shops that offer product B. The prices in each product A online shop vary between 2 and 4 USD. The following graph shows the probability distribution over all possible prices in each product A online shop. All prices between 2 and 4 USD are equally probable.


The prices in each product B online shop vary between 14 and 28 USD. All prices between 14
and 28 USD are equally probable.

To find out the price of an online shop, a 16-digit code must be entered on the store page. This code will be given to you as soon as you click on an online shop (but it cannot be entered by "copy and paste"). After entering the code the price will be displayed.

To help you understand this principle, here is some typical code:

H2J2H34VSDF217GD

Please, enter this code on the next page! Note that "copy and paste" is not possible (just like at the actual online shops).

## Instructions for Part 2, Screen 3

The code from the last page is: [Textfield]

## Instructions for Part 2, Screen 4

Once you learn the price of a product at an online shop, you can decide whether you want to buy the product from that online shop or continue searching.

You can visit each online shop as often as you want. However, you can also stop searching for a product at any time by clicking "Buy."

If you visit the shop again, you will not have to enter the code to find out the price (the price of an online shop does not change).

You can buy product A only once and product B only once. As soon as you click "Buy", you purchase the corresponding product at the price of this online shop. After buying product A and product $B$ the study is over.

## Instructions for Part 2, Screen 5

If you do nothing, you automatically buy product A at a price of 4 USD and product B at a price of 28 USD. We then pay you a bonus of 0 USD for the second part of the study.

If you buy product A at price P and product B at price $\mathrm{P}^{*}$, we pay you a bonus of

$$
(4-\mathrm{P})+\left(28-\mathrm{P}^{*}\right) \text { USD. }
$$

If you visit some product A online shops but do not buy product A from any of them, you will automatically buy product $A$ at the price of 4 USD. If you visit some product $B$ online shops but do not buy product $B$ from any of them, you will automatically buy product $B$ at the price of 28 USD.

## Instructions for Part 2, Screen 6

Before continuing with the second part and searching for prices of product A and product B, please enter the code [code] in MTurk now. This is necessary to end the first part and will secure your payment of 1 USD. Your earnings from the second part will be paid to you as a bonus and there will be no need to enter anything else in MTurk to end the second part.

You can also continue searching at some later time. We are going to send you an email with the link to the second part. You have four days to buy product A and product B. Of course, participation in the second part is completely optional. However, you will not receive a bonus payment if you decide not to search.

I have entered the code [code] in MTurk [Checkbox]

We will not be able to pay you if you do not enter this code in MTurk!

Please follow this link to the second part: [Link]

## A. 10 Multi-Item Search (R5 and R6): Detailed Results

Table A13: Multi-Item Search ( $R 5$ and $R 6$ ) - Demographic Variables

|  | All |  |
| :--- | :---: | :---: |
|  | Subjects | Searchers |
|  | Panel A: |  |
|  | Multi-Item Search AMT Workers |  |
|  |  |  |
| Age | $40.7(11.2)$ | $41.4(11.3)$ |
| Gender (share females) | 0.50 | 0.51 |
| Willingness to take risk | $7.6(2.1)$ | $7.6(2.2)$ |
| CRT score | $1.2(1.0)$ | $1.4(1.0)$ |
|  |  |  |
| Education | $0 \%$ | $0 \%$ |
| No degree | $0 \%$ | $0 \%$ |
| Some high school | $9.4 \%$ | $10.9 \%$ |
| High school degree | $72.8 \%$ | $71.0 \%$ |
| Bachelor's degree | $17.8 \%$ | $18.1 \%$ |
| Master's degree or higher |  |  |
|  |  |  |
| $A M T$ Labor | $7.5(10.1)$ | $7.4(10.6)$ |
| Average hourly earnings | $26.5(15.5)$ | $28.2(15.5)$ |
| Average hours per week | 191 | 138 |
| $N$ |  |  |

Panel B:
Multi-Item Search Prolific Subjects

| Age | $41.7(12.4)$ | $41.2(12.3)$ |
| :--- | :---: | :---: |
| Gender (share females) | 0.42 | 0.40 |
| Willingness to take risk | $4.8(2.6)$ | $4.7(2.6)$ |
| CRT score | $1.8(1.2)$ | $2.0(1.2)$ |
|  |  |  |
| Education | $0 \%$ | $0 \%$ |
| No degree | $1.3 \%$ | $1.4 \%$ |
| Some high school | $39.0 \%$ | $39.7 \%$ |
| High school degree | $40.3 \%$ | $39.0 \%$ |
| Bachelor's degree | $19.5 \%$ | $19.9 \%$ |
| Master's degree or higher |  |  |
|  |  | $11.2(5.9)$ |
| Prolific Statistics | $12.0(11.4)$ | $10.4(12.2)$ |
| Expected hourly earnings | $11.4(16.2)$ | 146 |
| Hourly reservation wage | 159 |  |
| $N$ |  |  |

[^16]Table A14: Multi-Item Search ( $R 5$ and $R 6$ ) - Descriptive Statistics

|  |  | Mean | Median | Gain |
| :---: | :---: | :---: | :---: | :---: |
| Price | Share | No. Searches | No. Searches | Share |
| Scale | Searchers | if search | if search | if search |

Panel A: Multi-Item Search AMT Workers

| $S 1$ | $[2.00,4.00]$ | 0.66 | $1.3(1.4)$ | 1 | 0.54 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | 0.66 | $1.7(3.0)$ | 1 | 0.56 |
| $N$ |  | 191 | 138 | 138 | 138 |

Panel B: Multi-Item Search Prolific Subjects

| $S 1$ | $[2.00,4.00]$ | 0.92 | $2.5(3.6)$ | 1 | 0.67 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | 0.92 | $5.4(13.7)$ | 1 | 0.69 |
| $N$ |  | 159 | 146 | 146 | 146 |
|  |  | Mean | Median | Mean | Median |
|  | Price | Search | Search | Total | Total |
|  | Scale | Duration | Duration | Duration $^{+}$ | Duration $^{+}$ |

Panel A: Multi-Item Search AMT Workers

| $S 1$ | $[2.00,4.00]$ | $96(70)$ | 88 | $279(421)$ | 156 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | $91(58)$ | 74 | $201(157)$ | 158 |
| $N$ |  | 136 | 138 | 131 | 138 |

Panel B: Multi-Item Search Prolific Subjects

| $S 1$ | $[2.00,4.00]$ | $75(50)$ | 58 | $406(656)$ | 179 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $S 7$ | $[14.00,28.00]$ | $75(50)$ | 66 | $431(907)$ | 201 |
| $N$ |  | 143 | 146 | 132 | 146 |

Notes: Search Duration and Total Duration in seconds. For AMT workers from robustness check R5 (Prolific subjects from robustness check $R 6$ ), the mean duration per search excludes 4 (5) searches that took longer than 10 minutes, and the mean total duration excludes 7 (14) searchers who took longer than 100 minutes. ${ }^{+}$Total duration for treatment $S 1$ (treatment $S 7$ ) here indicates the time between the start of the second part of the experiment and the purchase of the cheap (expensive) product. Standard deviation in parentheses.

Table A15: Search Cost Estimates (Multi-Item Search R5 and R6, Diminishing Sensitivity)

|  | Standard Model |  |  | Updated Model |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
|  | Panel A: Multi-Item Search AMT Workers |  |  |  |  |  |
| S 1 |  | $\begin{aligned} & 0.611^{* * *} \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.671^{* * *} \\ & (0.103) \end{aligned}$ |  |  | $\begin{aligned} & 0.211^{* * *} \\ & (0.016) \end{aligned}$ |
| S7 |  | $\begin{aligned} & 3.874^{* * *} \\ & (0.338) \end{aligned}$ | $\begin{aligned} & 4.190^{* * *} \\ & (0.644) \end{aligned}$ |  |  | $\begin{aligned} & 0.222^{* * *} \\ & (0.017) \end{aligned}$ |
| $\tilde{\beta}_{0}$ | $\begin{aligned} & 2.001^{* * *} \\ & (0.212) \end{aligned}$ |  |  | $\begin{gathered} 0.216^{* * *} \\ (0.027) \end{gathered}$ | $\begin{gathered} 0.238^{* * *} \\ (0.040) \end{gathered}$ |  |
| $\tilde{\sigma}$ | $\begin{aligned} & 3.470^{* * *} \\ & (0.640) \end{aligned}$ | $\begin{aligned} & 1.379^{* * *} \\ & (0.153) \end{aligned}$ | $\begin{aligned} & 1.246^{* * *} \\ & (0.135) \end{aligned}$ | $\begin{gathered} 0.170^{* * *} \\ (0.027) \end{gathered}$ | $\begin{gathered} 0.157^{* * *} \\ (0.024) \end{gathered}$ | $\begin{aligned} & 0.170^{* * *} \\ & (0.017) \end{aligned}$ |
| $\gamma$ | 0.000 | 0.000 | 0.000 | $\begin{aligned} & 0.931^{* * *} \\ & (0.055) \end{aligned}$ | $\begin{aligned} & 0.925^{* * *} \\ & (0.053) \end{aligned}$ | 0.931 |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 245 | 245 | 245 | 245 | 245 | 245 |

Panel B: Multi-Item Search Prolific Subjects

| $S 1$ |  | $0.622^{* * *}$ | $0.556^{* * *}$ |  |  | $0.254^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.114)$ | $(0.163)$ |  | $(0.042)$ |  |
| $S 7$ |  | $3.410^{* * *}$ | $3.026^{* * *}$ |  |  | $0.319^{* * *}$ |
|  |  | $(0.621)$ | $(0.897)$ |  |  | $(0.053)$ |
| $\tilde{\beta}_{0}$ | $1.947^{* * *}$ |  |  | $0.286^{* * *}$ | $0.256^{* * *}$ |  |
|  | $(0.349)$ |  |  | $(0.076)$ | $(0.086)$ |  |
| $\tilde{\sigma}$ | $8.991^{* * *}$ | $4.776^{* * *}$ | $3.991^{* * *}$ | $0.804^{* * *}$ | $0.682^{* * *}$ | $0.795^{* * *}$ |
|  | $(2.816)$ | $(1.224)$ | $(0.960)$ | $(0.281)$ | $(0.224)$ | $(0.184)$ |
| $\gamma$ | 0.000 | 0.000 | 0.000 | $0.762^{* * *}$ | $0.766^{* * *}$ | 0.762 |
|  |  |  |  | $(0.103)$ | $(0.099)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 282 | 282 | 282 | 282 | 282 | 282 |

Notes: Same ordered probit regressions as in Table 4, with AMT workers from the multi-item search experiment (robustness check R5) and Prolific subjects from the multi-item search experiment (robustness check R6), respectively; updated models with parametrization for diminishing sensitivity. For each subject, the choices in the two scale treatments are treated as independent observations. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at $* p<0.1, * * p<0.05$, and $* * * p<0.01$.

Table A16: Search Cost Estimates (Multi-Item Search $R 5$ and R6, Relative Thinking)

|  | Standard Model | Updated Model |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | (2) | (3) | (4) | (5) |

Panel A: Multi-Item Search AMT Workers

| $S 1$ |  | $0.611^{* * *}$ | $0.671^{* * *}$ |  |  | $0.316^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.052)$ | $(0.103)$ |  | $(0.027)$ |  |
| $S 7$ |  | $3.874^{* * *}$ | $4.190^{* * *}$ |  |  | $0.316^{* * *}$ |
|  |  | $(0.338)$ | $(0.644)$ |  |  | $(0.028)$ |
| $\tilde{\beta}_{0}$ | $2.001^{* * *}$ |  |  | $0.316^{* * *}$ | $0.350^{* * *}$ |  |
|  | $(0.212)$ |  |  | $(0.037)$ | $(0.060)$ |  |
| $\tilde{\sigma}$ | $3.470^{* * *}$ | $1.379^{* * *}$ | $1.246^{* * *}$ | $0.287^{* * *}$ | $0.263^{* * *}$ | $0.287^{* * *}$ |
|  | $(0.640)$ | $(0.153)$ | $(0.135)$ | $(0.043)$ | $(0.038)$ | $(0.032)$ |
| $\rho$ | 0.000 | 0.000 | 0.000 | $0.949^{* * *}$ | $0.941^{* * *}$ | 0.949 |
|  |  |  |  | $(0.061)$ | $(0.058)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 245 | 245 | 245 | 245 | 245 | 245 |

Panel B: Multi-Item Search Prolific Subjects

| $S 1$ |  | $0.622^{* * *}$ | $0.556^{* * *}$ |  |  | $0.339^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.114)$ | $(0.163)$ |  | $(0.062)$ |  |
| $S 7$ |  | $3.410^{* * *}$ | $3.026^{* * *}$ |  |  | $0.339^{* * *}$ |
|  |  | $(0.621)$ | $(0.897)$ |  |  | $(0.062)$ |
| $\tilde{\beta}_{0}$ | $1.947^{* * *}$ |  |  | $0.339^{* * *}$ | $0.304^{* * *}$ |  |
|  | $(0.349)$ |  |  | $(0.079)$ | $(0.099)$ |  |
| $\tilde{\sigma}$ | $8.991^{* * *}$ | $4.776^{* * *}$ | $3.991^{* * *}$ | $1.113^{* * *}$ | $0.935^{* * *}$ | $1.113^{* * *}$ |
|  | $(2.816)$ | $(1.224)$ | $(0.960)$ | $(0.348)$ | $(0.277)$ | $(0.285)$ |
| $\rho$ | 0.000 | 0.000 | 0.000 | $0.874^{* * *}$ | $0.871^{* * *}$ | 0.874 |
|  |  |  |  | $(0.108)$ | $(0.103)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 282 | 282 | 282 | 282 | 282 | 282 |

Notes: Same ordered probit regressions as in Table 4, with AMT workers from the multi-item search experiment (robustness check R5) and Prolific subjects from the multi-item search experiment (robustness check R6), respectively; updated models with parametrization for relative thinking. For each subject, the choices in the two scale treatments are treated as independent observations. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at * $p<0.1,{ }^{* *} p<0.05$, and ${ }^{* * *} p<0.01$.

## A. 11 Increasing Search Costs: Details

In this section, we provide some further arguments why it is unlikely that increasing search costs explain the increase in the student subjects' search cost estimates. First, subjects have several days to complete the task and they can have breaks at their discretion after each search. Hence, they are not forced to start or to continue search when it is inconvenient for them. This is a major difference to real-effort tasks that take place in a limited period of time and where performance cannot easily be increased. ${ }^{21}$ However, few student subjects (around 5 percent) take a break between searches. ${ }^{22}$ Therefore, we believe that increasing search costs cannot explain the scale-dependency of the students' search cost estimates.

Further, search in our setting is akin to a simple data entry job that does not require cognitive effort and for which it is common to hire students as research assistants; their wage would be around 13.50 Euro per hour in Innsbruck. The hourly wage promised to experimental subjects is 15.00 Euro per hour. A back-of-the-envelope calculation shows that if increasing search costs (instead of context effects) would explain our findings, this would imply unreasonably high hourly reservation wages for our student subjects. In treatment $S 1.0$, subjects spend on average 4.90 minutes on search and the estimated search costs implied by the last search equal 0.25 Euro. In treatment $S 7.0$, subjects spend on average 12.63 minutes on search and the estimated search costs implied by the last search equal 0.58 Euro. Each search takes around 60 seconds so that the corresponding hourly reservation wage is on average 34.74 Euro in treatment $S 7.0$. If search costs would further increase in a linear manner, then after one hour in this "job" the search costs per search would be 2.60 Euro $^{23}$, which implies an average hourly reservation wage of 156 Euro. This number would be even larger if we assume that search costs rise in a convex manner. Clearly, these numbers do not make much sense.

Finally, we can show that an empirical search model that allows for increasing and convex search costs, but abstracts from context effects, does not generate scale-independent search cost estimates for our sample. To this end, we incorporate the search cost function per search $c(n)=c_{0} \times n^{\delta}$ with $c_{0}>0, \delta \geq 0$, and the number of searches $n>0$ into our empirical model. Bushong and Gagnon-Bartsch (2023) use this functional form to estimate the curvature of effort costs in a real-effort experiment that elicits subjects' labor supply decisions. They

[^17]estimate a $\delta$ of around 1.21 . We use this functional form with fixed values of $\delta$ and abstract from context effects ( $\gamma=0$ and $\rho=0$ ). We find that neither increasing and convex search costs $(\delta>1)$ nor increasing and concave search costs $(0<\delta \leq 1)$ can equalize the mean of estimated search costs $c_{0}$ in our four scale treatments. For student subjects, the ratio between the lowest and the highest search cost estimate is 1.8 or higher (further details are available from the authors upon request). In contrast, allowing for context effects and assuming constant search costs, we obtain a maximal ratio of 1.25 for students subjects.

## A. 12 Comprehension Question

We implemented the comprehension question from Subsection 6.1 in two samples: AMT workers from robustness check $R 2$ and Prolific subjects from robustness check $R 3$. In the following, we briefly evaluate the results from the comprehension question and examine our estimation results when we exclude subjects who did not correctly answer it.

Among the AMT workers from robustness check $R 2,74.2$ percent correctly answered the comprehension question, 75.7 percent in treatment $S 1$ and 72.8 percent in treatment $S 7$. The difference is not statistically significant (two-sided t-test, $p$-value $=0.570$ ). Panel A of Table A17 and Panel A of Table A18 show the results from our ordered probit regressions when we drop those subjects from our sample who did not correctly answer the comprehension question. They are fairly similar to those from the original sample, see Table A7 and Table A8. In particular, the estimated context effect parameters $\gamma$ and $\rho$ are almost identical.

Next, among the Prolific subjects from robustness check R3, 84.9 percent correctly answered the comprehension question; 88.2 percent in treatment $S 1$ and 81.6 percent in treatment $S 7$. The difference is not statistically significant (two-sided t -test, $p$-value $=0.110$ ). Panel B of Table A17 and Panel B of Table A18 show the results from our search cost estimations when we drop those subjects from our sample who did not correctly answer the comprehension question. Again, they are fairly close to those from the original sample, see Table A11 and Table A12.

Table A17: Search Cost Estimates (Comprehension Check, Diminishing Sensitivity)

|  | Standard Model |  |  | Updated Model |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
|  | Panel A: AMT Workers from Robustness Check R2 |  |  |  |  |  |
| $S 1$ |  | $\begin{gathered} 0.525^{* * *} \\ (0.116) \end{gathered}$ | $\begin{gathered} 0.519^{* * *} \\ (0.179) \end{gathered}$ |  |  | $\begin{gathered} 0.217^{* * *} \\ (0.044) \end{gathered}$ |
| S7 |  | $\begin{gathered} 2.827^{* * *} \\ (0.606) \end{gathered}$ | $\begin{gathered} 2.580 * * * \\ (0.930) \end{gathered}$ |  |  | $\begin{aligned} & 0.267^{* * *} \\ & (0.052) \end{aligned}$ |
| $\tilde{\beta}_{0}$ | $\begin{aligned} & 1.688^{* * *} \\ & (0.365) \end{aligned}$ |  |  | $\begin{aligned} & 0.243^{* * *} \\ & (0.078) \end{aligned}$ | $\begin{aligned} & 0.242^{* * *} \\ & (0.094) \end{aligned}$ |  |
| $\tilde{\sigma}$ | $\begin{aligned} & 7.610^{* * *} \\ & (2.887) \end{aligned}$ | $\begin{gathered} 3.920^{* * *} \\ (1.209) \end{gathered}$ | $\begin{gathered} 2.878^{* * *} \\ (0.814) \end{gathered}$ | $\begin{aligned} & 0.658^{* *} \\ & (0.277) \end{aligned}$ | $\begin{aligned} & 0.531^{* * *} \\ & (0.204) \end{aligned}$ | $\begin{gathered} 0.650^{* * *} \\ (0.181) \end{gathered}$ |
| $\gamma$ | 0.000 | 0.000 | 0.000 | $\begin{aligned} & 0.768^{* * *} \\ & (0.124) \end{aligned}$ | $\begin{aligned} & 0.738^{* * *} \\ & (0.118) \end{aligned}$ | 0.768 |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 192 | 192 | 192 | 192 | 192 | 192 |

Panel B: Prolific Subjects from Robustness Check R3

| $S 1$ |  | $0.333^{* * *}$ | $0.458^{* * *}$ |  |  | $0.111^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.056)$ | $(0.140)$ |  | $(0.017)$ |  |
| $S 7$ |  | $2.524^{* * *}$ | $3.550^{* * *}$ |  |  | $0.124^{* * *}$ |
|  |  | $(0.448)$ | $(1.121)$ |  |  | $(0.019)$ |
| $\tilde{\beta}_{0}$ | $1.290^{* * *}$ |  |  | $0.117^{* * *}$ | $0.155^{* * *}$ |  |
|  | $(0.239)$ |  |  | $(0.027)$ | $(0.050)$ |  |
| $\tilde{\sigma}$ | $5.020^{* * *}$ | $2.079^{* * *}$ | $2.112^{* * *}$ | $0.230^{* * *}$ | $0.229^{* * *}$ | $0.230^{* * *}$ |
|  | $(1.619)$ | $(0.490)$ | $(0.499)$ | $(0.069)$ | $(0.068)$ | $(0.047)$ |
| $\gamma$ | 0.000 | 0.000 | 0.000 | $0.986^{* * *}$ | $0.996^{* * *}$ | 0.986 |
|  |  |  |  | $(0.097)$ | $(0.096)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 235 | 235 | 235 | 235 | 235 | 235 |

Notes: Same ordered probit regressions as in Table 4, with AMT workers from robustness check $R 2$ and Prolific subjects from robustness check $R 3$, respectively; subjects who did not correctly answer the comprehension question are excluded; updated models with parametrization for diminishing sensitivity. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at $* p<0.1, * * p<0.05$, and $* * * p<0.01$.

Table A18: Search Cost Estimates (Comprehension Check, Relative Thinking)

|  | (1) | Standard Model |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(2)$ | $(3)$ | $(4)$ | Updated Model |  |  |
|  | (5) |  |  |  |  |  |

Panel B: Prolific Subjects from Robustness Check R3

| $S 1$ |  | $0.333^{* * *}$ | $0.458^{* * *}$ |  |  | $0.162^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.056)$ | $(0.140)$ |  |  | $(0.027)$ |
| $S 7$ |  | $2.524^{* * *}$ | $3.550^{* * *}$ |  |  | $0.162^{* * *}$ |
|  |  | $(0.448)$ | $(1.121)$ |  |  | $(0.029)$ |
| $\tilde{\beta}_{0}$ | $1.290^{* * *}$ |  |  | $0.162^{* * *}$ | $0.221^{* * *}$ |  |
|  | $(0.239)$ |  |  | $(0.035)$ | $(0.074)$ |  |
| $\tilde{\sigma}$ | $5.020^{* * *}$ | $2.079^{* * *}$ | $2.112^{* * *}$ | $0.385^{* * *}$ | $0.384^{* * *}$ | $0.385^{* * *}$ |
|  | $(1.619)$ | $(0.490)$ | $(0.499)$ | $(0.111)$ | $(0.111)$ | $(0.091)$ |
| $\rho$ | 0.000 | 0.000 | 0.000 | $1.041^{* * *}$ | $1.052^{* * *}$ | 1.041 |
|  |  |  |  | $(0.106)$ | $(0.106)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 235 | 235 | 235 | 235 | 235 | 235 |

Notes: Same ordered probit regressions as in Table 4, with AMT workers from robustness check $R 2$ and Prolific subjects from robustness check $R 3$, respectively; subjects who did not correctly answer the comprehension question are excluded; updated models with parametrization for relative thinking. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at $* p<0.1$, ${ }^{* *} p<0.05$, and ${ }^{* * *} p<0.01$.

## A. 13 Search Cost Distribution

For our ordered-probit model, we assumed that search costs are log-normally distributed. An alternative assumption is that search costs are normally distributed, which allows for the possibility of negative search costs. More generally, we can relax the distributional assumption by applying a Box-Cox transformation (Box and Cox 1964). It transforms a non-normal dependent variable $c$ into a normally distributed variable. Its functional form is

$$
\begin{equation*}
g(c)=\frac{c^{\lambda}-1}{\lambda} \text { if } \lambda \neq 0 \text { and } g(c)=\ln c \text { if } \lambda=0 \tag{31}
\end{equation*}
$$

In a Box-Cox transformation, the value $\lambda$ is chosen so that the transformed distribution most closely resembles a normal distribution. We conduct a Box-Cox transformation on search costs within our ordered probit regression framework with flexible context effect parameters and $\lambda$ using maximum likelihood estimation. Moreover, we estimate the context effect parameters for fixed values $\lambda=0$ (log-normally distributed search costs) and $\lambda=1$ (normally distributed search costs).

Table A19 shows the results for the updated models with diminishing sensitivity and relative thinking, respectively. For AMT workers, the estimated degree of diminishing sensitivity $\gamma$ (relative thinking $\rho$ ) lies between 0.98 and 1.07 (1.06 and 1.14); the estimated Box-Cox parameter $\lambda$ is $0.50(0.43)$ and the corresponding $\gamma(\rho)$ is 1.05 (1.08). For Prolific subjects, the estimated degree of diminishing sensitivity $\gamma$ (relative thinking $\rho$ ) lies between 1.01 and 1.03 ( 0.99 and 1.09); the estimated Box-Cox parameter $\lambda$ is $0.38(0.32)$ and the corresponding $\gamma(\rho)$ equals 1.01 (1.03). Finally, for student subjects, the estimated degree of diminishing sensitivity $\gamma$ (relative thinking $\rho$ ) varies between 0.42 and 0.69 ( 0.46 and 0.60 ). The estimated Box-Cox parameter $\lambda$ equals 0.16 ( 0.14 ). Hence, for student subjects the distribution of search costs is close to the log-normal distribution; the corresponding $\gamma(\rho)$ equals 0.51 (0.50). We conclude that our main results regarding context effects continue to hold under a distributional assumption on search costs that is more flexible than the assumption of log-normality.

Table A19: $\gamma / \rho$ Estimates under (log) normal distribution and Box-Cox transformation

|  | (1) | (2) | (3) | (4) | (5) | (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Panel A: AMT workers |  |  |  |  |  |
| $\beta_{0}$ | $\begin{gathered} -2.632^{* * *} \\ (0.205) \end{gathered}$ | $\begin{gathered} -1.373^{* * *} \\ (0.072) \end{gathered}$ | $\begin{gathered} -0.882^{* * *} \\ (0.010) \end{gathered}$ | $\begin{gathered} -2.663^{* * *} \\ (0.198) \end{gathered}$ | $\begin{gathered} -1.364^{* * *} \\ (0.079) \end{gathered}$ | $\begin{gathered} -0.810^{* * *} \\ (0.015) \end{gathered}$ |
| $\sigma$ | $\begin{aligned} & 1.317^{* * *} \\ & (0.050) \end{aligned}$ | $\begin{aligned} & 0.273^{* * *} \\ & (0.039) \end{aligned}$ | $\begin{gathered} 0.077^{* * *} \\ (0.007) \end{gathered}$ | $\begin{aligned} & 1.436^{* * *} \\ & (0.051) \end{aligned}$ | $\begin{aligned} & 0.417^{* * *} \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.132^{* * *} \\ & (0.010) \end{aligned}$ |
| $\gamma$ | $\begin{aligned} & 0.975^{* * *} \\ & (0.089) \end{aligned}$ | $\begin{aligned} & 1.046^{* * *} \\ & (0.051) \end{aligned}$ | $\begin{aligned} & 1.069^{* * *} \\ & (0.034) \end{aligned}$ |  |  |  |
| $\rho$ |  |  |  | $\begin{gathered} 1.141^{* * *} \\ (0.097) \end{gathered}$ | $\begin{aligned} & 1.078^{* * *} \\ & (0.059) \end{aligned}$ | $\begin{gathered} 1.055^{* * *} \\ (0.037) \end{gathered}$ |
| $\lambda$ | 0 | $\begin{gathered} 0.504^{* * *} \\ (0.042) \\ \hline \end{gathered}$ | 1 | 0 | $\begin{aligned} & 0.432^{* * *} \\ & (0.037) \end{aligned}$ | 1 |
| $N$ | 528 | 528 | 528 | 528 | 528 | 528 |

Panel B: Prolific Subjects

| $\beta_{0}$ | $-2.917^{* * *}$ | $-1.631^{* * *}$ | $0.114^{* * *}$ | $-2.746^{* * *}$ | $-1.619^{* * *}$ | $0.180^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(0.188)$ | $(0.126)$ | $(0.011)$ | $(0.187)$ | $(0.131)$ | $(0.016)$ |
| $\sigma$ | $1.258^{* * *}$ | $0.394^{* * *}$ | $0.082^{* * *}$ | $1.386^{* * *}$ | $0.565^{* * *}$ | $0.139^{* * *}$ |
|  | $(0.063)$ | $(0.068)$ | $(0.008)$ | $(0.067)$ | $(0.078)$ | $(0.012)$ |
| $\gamma$ | $1.029^{* * *}$ | $1.011^{* * *}$ | $1.020^{* * *}$ |  |  |  |
|  | $(0.088)$ | $(0.064)$ | $(0.040)$ |  |  |  |
|  |  |  |  | $1.092^{* * *}$ | $1.027^{* * *}$ | $0.994^{* * *}$ |
| $\lambda$ |  |  |  | $(0.097)$ | $(0.074)$ | $(0.043)$ |
|  | 0 | $0.377^{* * *}$ | 1 | 0 | $0.317^{* * *}$ | 1 |
|  |  | $(0.055)$ |  |  | $(0.050)$ |  |
| $N$ | 277 | 277 | 277 | 277 | 277 | 277 |

Panel C: Student Subjects

| $\beta_{0}$ | $-3.374^{* * *}$ | $-2.645^{* * *}$ | $-0.953^{* * *}$ | $-3.433^{* * *}$ | $-2.644^{* * *}$ | $-0.930^{* * *}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(0.327)$ | $(0.220)$ | $(0.006)$ | $(0.313)$ | $(0.229)$ | $(0.008)$ |
| $\sigma$ | $1.672^{* * *}$ | $0.927^{* * *}$ | $0.049^{* * *}$ | $1.703^{* * *}$ | $1.006^{* * *}$ | $0.076^{* * *}$ |
|  | $(0.065)$ | $(0.125)$ | $(0.006)$ | $(0.065)$ | $(0.122)$ | $(0.008)$ |
| $\gamma$ | $0.415^{* * *}$ | $0.511^{* * *}$ | $0.694^{* * *}$ |  |  |  |
|  | $(0.120)$ | $(0.111)$ | $(0.046)$ |  |  |  |
|  |  |  |  | $0.457^{* * *}$ | $0.498^{* * *}$ | $0.592^{* * *}$ |
| $\lambda$ |  |  |  | $(0.119)$ | $(0.111)$ | $(0.036)$ |
|  | 0 | $0.155^{* * *}$ | 1 | 0 | $0.142^{* * *}$ | 1 |
| $N$ |  | $(0.031)$ |  |  | $(0.030)$ |  |

Notes: Ordered probit regressions with flexible $\gamma$ or $\rho$ and Box-Cox parameter $\lambda$ on search costs; $\lambda=0$ reflects a log-normal distribution and $\lambda=1$ a normal distribution of search costs; $\beta_{0}$ and $\sigma$ are the original estimates reflecting the average and standard deviation of Box-Cox transformed search costs. Standard errors are in parentheses. Significance at * $p<0.1, * * p<0.05$, and ${ }^{* * *} p<0.01$.

## A. 14 Including Non-Searchers into the Search Cost Estimation

So far, we excluded the non-searchers from the search cost estimation. The main reason for this was that it is unclear why these subjects decided not to search a single online shop (or whether they made a conscious decision at all or just forgot to search). Since the share of non-searchers is stable across treatments, it is quite likely that a lack of incentives is not the main driver of their behavior. Nevertheless, it is possible that these subjects did not commence searching as their search costs are too large. One could then ask how our search cost estimates would change if we include the non-searchers into our empirical analysis.

We extend the ordered-probit model from Subsection 5.2 so that it also takes the nonsearchers in account. If subject $i$ searches $n_{i}=0$ shops, her likelihood contribution equals

$$
\begin{equation*}
P_{i}=\operatorname{Pr}(c \geq c(b, \gamma))=\operatorname{Pr}\left(\exp \left(x_{i} \beta+\sigma \varepsilon_{i}\right) \geq c(b, \gamma)\right)=1-\Phi\left(\frac{\ln c(b, \gamma)-x_{i} \beta}{\sigma}\right) \tag{32}
\end{equation*}
$$

With the non-searchers, the main descriptive statistics and estimation results are as follows: ${ }^{24}$

|  | $S 1 / S 2$ <br> sample used <br> Mean No. | $S 7 / S 14$ <br> Mean No. <br> for estimation | Estimated <br> Searches | $S 7 / S 14$ <br> Searches | $\gamma / \rho$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | | Standard |
| :---: |
| Model | | Updated |
| :---: |
| Model SC | | Direct |
| :---: |
| SC |

For AMT workers and Prolific subjects, the results with non-searchers are almost the same as without non-searchers. The search cost estimates from the standard model again increase in the price scale ( $p$-value $<0.001$ ) and the estimated context effect parameters are around one so that the search cost estimates from the updated model are much smaller than from the standard model, scale-independent ( $p$-value $>0.111$ ), and roughly at the same order as subjects' direct search costs. For student subjects, both the search cost estimates from all models and the estimated context effect parameters become larger through the inclusion of non-searchers. Nevertheless, also in this sample the search cost estimates from the standard model are increasing in scale ( $p$-value $<0.001$ ) and become scale-independent once the empirical model allows for context effects ( $p$-value $>0.211$ ).

[^18]
## A. 15 Searching More Than Once

One may suspect that our main results are driven by the large fraction of subjects who only search once. We therefore consider our estimation results when we exclude those subjects who search exactly one shop. Importantly, the share of searchers who only search once (and hence the share of searchers who search more than one shop) is similar in all treatments: 52.1 percent in $S 1$, 58.5 percent in $S 3,60.6$ percent in $S 5$, and 58.5 percent in $S 7$ for the AMT workers; and 50.0 percent in $S 1$ and 58.4 percent in $S 7$ for Prolific subjects. Table A20 and Table A21 show the results for AMT workers and Prolific subjects. The estimated context effect parameters remain large and are roughly the same as in the original specification. The estimated search costs are naturally much lower for subjects who search more than once.

Table A20: Search Cost Estimates (Searching more than once, Diminishing Sensitivity)

|  | Standard Model |  |  | Updated Model |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
|  | Panel A: AMT Workers |  |  |  |  |  |
| S 1 |  | $\begin{aligned} & 0.186^{* * *} \\ & (0.048) \end{aligned}$ | $\begin{aligned} & 0.123^{* *} \\ & (0.048) \end{aligned}$ |  |  | $\begin{gathered} 0.072^{* * *} \\ (0.017) \end{gathered}$ |
| S3 |  | $\begin{gathered} 0.691^{* * *} \\ (0.181) \end{gathered}$ | $\begin{aligned} & 0.427^{* *} \\ & (0.170) \end{aligned}$ |  |  | $\begin{gathered} 0.096^{* * *} \\ (0.023) \end{gathered}$ |
| S5 |  | $\begin{aligned} & 0.936^{* * *} \\ & (0.256) \end{aligned}$ | $\begin{aligned} & 0.611^{* *} \\ & (0.238) \end{aligned}$ |  |  | $\begin{gathered} 0.083^{* * *} \\ (0.021) \end{gathered}$ |
| S7 |  | $\begin{aligned} & 1.366^{* * *} \\ & (0.346) \end{aligned}$ | $\begin{aligned} & 0.874^{* * *} \\ & (0.328) \end{aligned}$ |  |  | $\begin{aligned} & 0.089^{* * *} \\ & (0.021) \end{aligned}$ |
| $\tilde{\beta}_{0}$ | $\begin{aligned} & 0.819^{* * *} \\ & (0.162) \end{aligned}$ |  |  | $\begin{gathered} 0.085^{* * *} \\ (0.030) \end{gathered}$ | $\begin{aligned} & 0.057^{* *} \\ & (0.026) \end{aligned}$ |  |
| $\tilde{\sigma}$ | $\begin{aligned} & 3.546^{* * *} \\ & (1.224) \end{aligned}$ | $\begin{gathered} 2.031 * * * \\ (0.590) \end{gathered}$ | $\begin{aligned} & 1.559^{* * *} \\ & (0.441) \end{aligned}$ | $\begin{aligned} & 0.234^{* *} \\ & (0.104) \end{aligned}$ | $\begin{aligned} & 0.187^{* *} \\ & (0.080) \end{aligned}$ | $\begin{gathered} 0.232^{* * *} \\ (0.061) \end{gathered}$ |
| $\gamma$ | 0.000 | 0.000 | 0.000 | $\begin{gathered} 0.919^{* * *} \\ (0.146) \\ \hline \end{gathered}$ | $\begin{aligned} & 0.910^{* * *} \\ & (0.142) \\ & \hline \end{aligned}$ | 0.919 |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 224 | 224 | 224 | 224 | 224 | 224 |

Panel B: Prolific Subjects

| $S 1$ |  | $0.110^{* * *}$ | $0.193^{* *}$ |  |  | $0.038^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.024)$ | $(0.082)$ |  | $(0.007)$ |  |
| $S 7$ |  | $1.031^{* * *}$ | $1.739^{* *}$ |  |  | $0.039^{* * *}$ |
|  |  | $(0.234)$ | $(0.724)$ |  |  | $(0.008)$ |
| $\tilde{\beta}_{0}$ | $0.521^{* * *}$ |  |  | $0.038^{* * *}$ | $0.066^{* *}$ |  |
|  | $(0.132)$ |  |  | $(0.011)$ | $(0.030)$ |  |
| $\tilde{\sigma}$ | $2.128^{* * *}$ | $0.646^{* * *}$ | $0.657^{* * *}$ | $0.071^{* * *}$ | $0.075^{* * *}$ | $0.071^{* * *}$ |
|  | $(0.937)$ | $(0.195)$ | $(0.197)$ | $(0.026)$ | $(0.028)$ | $(0.019)$ |
| $\gamma$ | 0.000 | 0.000 | 0.000 | $1.114^{* * *}$ | $1.094^{* * *}$ | 1.114 |
|  |  |  |  | $(0.125)$ | $(0.125)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 127 | 127 | 127 | 127 | 127 | 127 |

Notes: Same ordered probit regressions as in Table 4, with AMT workers and Prolific subjects from robustness check $R 3$, respectively; subjects who searched only one shop are excluded; updated models with parametrization for diminishing sensitivity. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at * $p<0.1, * * p<0.05$, and $* * * p<0.01$.

Table A21: Search Cost Estimates (Searching more than once, Relative Thinking)

|  | Standard Model |  |  | Updated Model |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
|  | Panel A: AMT Workers |  |  |  |  |  |
| $S 1$ |  | $\begin{gathered} 0.186^{* * *} \\ (0.048) \end{gathered}$ | $\begin{aligned} & 0.123^{* *} \\ & (0.048) \end{aligned}$ |  |  | $\begin{gathered} 0.092^{* * *} \\ (0.024) \end{gathered}$ |
| S3 |  | $\begin{gathered} 0.691^{* * *} \\ (0.181) \end{gathered}$ | $\begin{aligned} & 0.427^{* *} \\ & (0.170) \end{aligned}$ |  |  | $\begin{gathered} 0.112^{* * *} \\ (0.029) \end{gathered}$ |
| $S 5$ |  | $\begin{gathered} 0.936^{* * *} \\ (0.256) \end{gathered}$ | $\begin{aligned} & 0.611^{* *} \\ & (0.238) \end{aligned}$ |  |  | $\begin{gathered} 0.090^{* * *} \\ (0.025) \end{gathered}$ |
| S7 |  | $\begin{aligned} & 1.366^{* * *} \\ & (0.346) \end{aligned}$ | $\begin{gathered} 0.874^{* * *} \\ (0.328) \end{gathered}$ |  |  | $\begin{gathered} 0.094^{* * *} \\ (0.024) \end{gathered}$ |
| $\tilde{\beta}_{0}$ | $\begin{gathered} 0.819^{* * *} \\ (0.162) \end{gathered}$ |  |  | $\begin{gathered} 0.097^{* * *} \\ (0.032) \end{gathered}$ | $\begin{aligned} & 0.063^{* *} \\ & (0.028) \end{aligned}$ |  |
| $\tilde{\sigma}$ | $\begin{aligned} & 3.546^{* * *} \\ & (1.224) \end{aligned}$ | $\begin{gathered} 2.031^{* * *} \\ (0.590) \end{gathered}$ | $\begin{aligned} & 1.559^{* * *} \\ & (0.441) \end{aligned}$ | $\begin{aligned} & 0.311^{* *} \\ & (0.127) \end{aligned}$ | $\begin{aligned} & 0.244^{* *} \\ & (0.096) \end{aligned}$ | $\begin{gathered} 0.308^{* * *} \\ (0.090) \end{gathered}$ |
| $\rho$ | 0.000 | 0.000 | 0.000 | $\begin{aligned} & 1.015^{* * *} \\ & (0.154) \end{aligned}$ | $\begin{aligned} & 1.000^{* * *} \\ & (0.150) \end{aligned}$ | 1.015 |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 224 | 224 | 224 | 224 | 224 | 224 |

Panel B: Prolific Subjects

| $S 1$ |  | $0.110^{* * *}$ | $0.193^{* *}$ |  |  | $0.049^{* * *}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0.024)$ | $(0.082)$ |  | $(0.011)$ |  |
| $S 7$ |  | $1.031^{* * *}$ | $1.739^{* *}$ |  |  | $0.049^{* * *}$ |
|  |  | $(0.234)$ | $(0.724)$ |  |  | $(0.011)$ |
| $\tilde{\beta}_{0}$ | $0.521^{* * *}$ |  |  | $0.049^{* * *}$ | $0.088^{* *}$ |  |
|  | $(0.132)$ |  |  | $(0.014)$ | $(0.041)$ |  |
| $\tilde{\sigma}$ | $2.128^{* * *}$ | $0.646^{* * *}$ | $0.657^{* * *}$ | $0.106^{* * *}$ | $0.112^{* * *}$ | $0.106^{* * *}$ |
|  | $(0.937)$ | $(0.195)$ | $(0.197)$ | $(0.040)$ | $(0.042)$ | $(0.032)$ |
| $\rho$ | 0.000 | 0.000 | 0.000 | $1.151^{* * *}$ | $1.129^{* * *}$ | 1.151 |
|  |  |  |  | $(0.137)$ | $(0.137)$ |  |
| Controls | No | No | Yes | No | Yes | No |
| $N$ | 127 | 127 | 127 | 127 | 127 | 127 |

Notes: Same ordered probit regressions as in Table 4, with AMT workers and Prolific subjects from robustness check $R 3$, respectively; subjects who searched only one shop are excluded; updated models with parametrization for relative thinking. Standard errors are in parentheses. The controls are a dummy for above-median age, gender, a dummy for above-median willingness to take risk, and a dummy for above-median CRT score. Significance at * $p<0.1$, ** $p<0.05$, and ${ }^{* * *} p<0.01$.

## A. 16 Non-Sequential Search

Throughout the paper, we assumed that subjects search according to the sequential search paradigm. As shown in Appendix A.4, search behavior in our experiment is more consistent with sequential than with non-sequential search. Nevertheless, in this appendix, we estimate search costs and the degree of context effects if we assume non-sequential search. For convenience, we use the relative thinking parametrization. ${ }^{25}$

Under non-sequential search, the DM chooses the number $n$ of prices she wishes to obtain and then trades with the cheapest shop in her sample. With $n$ searches, the distribution over the lowest price is given by $F^{[n]}(p)=1-(1-F(p))^{n}$ and the expected expenses weighted by the relative thinking parametrization equals

$$
\begin{equation*}
\mathbb{E}^{[n]}\left(v^{r t}\right)=\frac{1}{\Delta_{F}^{\rho}} \int_{a}^{b} p n(1-F(p))^{n-1} f(p) d p \tag{33}
\end{equation*}
$$

With $F$ being the uniform distribution, we get

$$
\begin{equation*}
\mathbb{E}^{[n]}\left(v^{r t}\right)=\frac{1}{\Delta_{F}^{\rho}}\left(a+\frac{b-a}{n+1}\right) . \tag{34}
\end{equation*}
$$

The DM chooses $n$ to maximize her expected payoff

$$
\begin{equation*}
\max _{n}-\mathbb{E}^{[n]}\left(v^{r t}\right)-c n . \tag{35}
\end{equation*}
$$

From this, we obtain an upper and a lower bound on search costs. Consider a DM who searches $n \geq 1$ shops. From the fact that she weakly prefers searching $n$ instead of $n+1$ we get the lower bound

$$
\begin{equation*}
c_{-}^{\text {neq }}(\rho, n)=\mathbb{E}^{[n]}\left(v^{r t}\right)-\mathbb{E}^{[n+1]}\left(v^{r t}\right), \tag{36}
\end{equation*}
$$

and from the fact that she weakly prefers searching $n$ instead of $n-1$ shops we obtain

$$
\begin{equation*}
c_{+}^{\text {neq }}(\rho, n)=\mathbb{E}^{[n-1]}\left(v^{r t}\right)-\mathbb{E}^{[n]}\left(v^{r t}\right) . \tag{37}
\end{equation*}
$$

Suppose DM $i$ searches $n_{i}$ shops. For given $\rho$, the true value of search costs must be in between the lower and upper bound. Assuming again that the log of search costs is normally distributed,

[^19]we get the likelihood contribution
\[

$$
\begin{align*}
P_{i} & =\operatorname{Pr}\left(c_{-}^{\text {neq }}\left(\rho, n_{i}\right) \leq c_{i}<c_{+}^{\text {nseq }}\left(\rho, n_{i}\right)\right) \\
& =\Phi\left(\frac{\ln c_{+}^{\text {neq }}\left(\rho, n_{i}\right)-x_{i} \beta}{\sigma}\right)-\Phi\left(\frac{\ln c_{-}^{\text {nseq }}\left(\rho, n_{i}\right)-x_{i} \beta}{\sigma}\right) . \tag{38}
\end{align*}
$$
\]

As for the sequential search model, we then obtain the distribution over search costs and the parameter $\rho$ from maximum likelihood estimation. With this model, we jointly estimate search costs and the degree of relative thinking for AMT workers, Prolific and student subjects. We obtain the following results:

| Robustness Check | $S 1 / S 2$ <br> Non-Sequential | $S 7 / S 14$ <br> Mean No. <br> Mean No. | Estimated <br> Search | $S 7 / S 14$ <br> Standard <br> Searches | $\rho$ | Updated <br> Model SC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Model SC |  |  |  |  |  |  | | Direct |
| :---: |
| SC |

We obtain roughly the same results as for the sequential search model. The search cost estimates from the standard model increase significantly for all subject pools; for the AMT workers from 0.53 USD in treatment $S 1$ to 3.58 USD in treatment $S 7$; for the Prolific subjects from 0.45 USD in treatment $S 1$ to 3.67 USD in treatment $S 7$; and for the student subjects from 0.50 USD in treatment $S 2$ to 2.04 USD in treatment $S 14$. All these differences are significant at the 1-percent level. In the treatments with the highest scale, the search cost estimates from the standard model exceed subjects' direct search costs by an order of magnitude. Notably, this now also holds for the student subjects.

The estimated level of relative thinking $\rho$ is again close to one for all subject pools. Further, the estimated search costs from the updated model with non-sequential search are slightly higher than those from the updated model with sequential search (these were 0.20 USD for AMT workers, 0.17 USD for Prolific subjects, and 0.14 for student subjects). Nevertheless, they are still relatively close to subjects' direct search costs. We therefore conclude that we obtain our main results also when we use the non-sequential than the sequential search paradigm.
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[^1]:    ${ }^{1}$ For example, the Economist (November 19, 1999) made the following prediction: "The explosive growth of the Internet promises a new age of perfectly competitive markets. With perfect information about prices and products at their fingertips, consumers can quickly and easily find the best deals. In this brave new world, retailers' profit margins will be competed away, as they are all forced to price at cost." See also the overview article by Goldfarb and Tucker (2019).
    ${ }^{2}$ See, e.g., Brynjolfsson and Smith (2000), Baye et al. (2004), Orlov (2011), and Einav et al. (2015).
    ${ }^{3}$ Large average search costs are found in digital markets for books (Hong and Shum 2006, De los Santos et al. 2012), memory chips (Moraga-González et al. 2013), electricity contracts (Giulietti et al. 2014, Hortaçsu et al. 2017), hotels (Koulayev 2014, Ghose et al. 2017), automobile insurance (Honka 2014), and electronic articles (De los Santos et al. 2017, Jolivet and Turon 2019).

[^2]:    ${ }^{4}$ Such a time measure has rarely been mentioned in the empirical industrial organization literature so far. An exception is Hortaçsu et al. (2017) who find that by investing 15 minutes into finding a cheaper energy provider, consumers could reduce their annual electricity costs by 100 USD.

[^3]:    ${ }^{5}$ The utility framework would be as follows: A DM has a budget of $w$ that she can spend on a good $g$ at price $p$ for which she has unit demand, and on a numeraire $x \geq 0$ at normalized price one. Her budget constraint is $p g+x \leq w$. She also can spend time on search for a lower price of good $g$. Let $p$ be very small relative to $w$ and suppose that the disutility from search is separable from the utility from consumption. The DM's utility is given by $u(x, g)-L$, where the utility function $u$ is continuously differentiable and strictly increasing in the first argument. We assume $u(x, 1)>u\left(x^{\prime}, 0\right)$ for any $x, x^{\prime}$ in the DM's budget set. From a linear Taylor-approximation we then get that the DM's indirect utility function equals $V(p, w, L) \simeq u(w, 1)-u_{1}(w, 1) p-L$ where $u_{1}(w, 1)$ is the marginal utility from income. For generic utility functions $u(x, g)$ and $p \ll w$ only this shape of the indirect utility function is consistent with unit demand for the good $g$. Following the literature, we normalize $u_{1}(w, 1)=1$.

[^4]:    ${ }^{6}$ The other property is ordering: The salience of an attribute increases in the difference between the value of this attribute and its average in the DM's choice set. The experimental results in this paper are consistent with preferences with salience distortions if the effect of diminishing sensitivity on salience is strong enough relative to the effect of ordering.
    ${ }^{7}$ To see this formally, consider a DM with expected utility preferences with risk aversion. She has a budget of $w$ that she can spend on a good $g$ at price $p$ for which she has unit demand, and on a numeraire $x \geq 0$ at normalized price one. Denote by $\Delta p$ possible price savings. If she purchases the good and realizes these price savings, her utility is given $u(w-p+\Delta p, g)$. Note that $\frac{\partial^{2} u}{\partial p \partial \Delta p}=-u_{11}(w-p+\Delta p, g)>0$. Next, suppose that the DM's decision utility is given by (4) with diminishing sensitivity. We now obtain $\frac{\partial^{2} V^{c e}}{\partial p \partial \Delta p}=v_{11}(p-\Delta p, F)<0$.

[^5]:    ${ }^{8}$ Azar (2007) provides an alternative model of relative thinking. His model, however, uses diminishing sensitivity to formalize this behavioral mechanism.

[^6]:    ${ }^{9}$ Using a hypothetical product instead of a real product has a crucial advantage for the interpretation of the experimental data. If subjects would buy a real product, the price scale could be interpreted as a signal about its value, which potentially could influence search behavior.

[^7]:    ${ }^{10}$ Another concern with results from AMT could be that they are influenced by "bots" which automatically enter (nonsensical) data. We think that this is highly unlikely in our setting since one step in the experiment is to enter a 16 -digit exemplary code that is displayed as a picture (without the copy and paste option). This is essentially the same procedure that websites use to make sure that only human beings enter information. Without entering this code, subjects cannot complete the first part of the experiment.

[^8]:    ${ }^{11}$ From the set of searchers, we dropped subjects who searched but did not purchase the product, and we dropped subjects who purchased the product at a price that exceeds the smallest identified price by more than 0.10 USD. In total, these are 14 AMT workers.

[^9]:    ${ }^{12}$ This is a common assumption in the search cost literature. We relax it in a robustness check by considering a more flexible distribution.

[^10]:    ${ }^{13}$ Alternatively, one could also consider intermediate cases where experienced utility is a convex combination of a standard and a non-standard utility function; see, e.g., Reck and Seibold (2023). In our case, this would reduce the corresponding welfare loss according to the relative weights on these two utility functions.

[^11]:    ${ }^{14}$ One can show that for $\gamma=1.00$ or $\rho=1.00$ the relative welfare loss strictly increases in the price scale.

[^12]:    ${ }^{15}$ In Appendix A.12, we further evaluate the results from the comprehension question.
    ${ }^{16}$ The exact wording of this question is as follows: To see whether we explained everything clearly, we will now ask you to answer the following question: Suppose that, after searching for the lowest price, you buy product $A$ at a price of $[0.7 \times$ highest price $b]$ USD. What will be your bonus? In case of a wrong answer, we provided the correct answer and an explanation.

[^13]:    ${ }^{17}$ Six student subjects search all 100 shops; two in $S 6$, one in $S 10$, and three in $S 14$. In the other samples, we do not have any individual who searches all shops in our experiment.

[^14]:    ${ }^{18}$ We obtain similar results if we include fixed effects for subjects who purchase both products.
    ${ }^{19}$ To illustrate this formally, we continue our example with utility function $u(w-p+\Delta p, g)$ from Section 2. Note that we have $\frac{\partial^{2} u}{\partial w \partial \Delta p}=u_{11}(w-p+\Delta p, g)<0$, i.e., an increase in wealth reduces the marginal utility from price savings.

[^15]:    ${ }^{20}$ De los Santos et al. (2012) distinguish between Test 2 and Test 3 since the latter can account for product differentiation. This does not matter for our setting, but for the sake of completeness we consider all tests.

[^16]:    Notes: Standard deviation in parentheses.

[^17]:    ${ }^{21}$ For example, in DellaVigna and Pope (2018) subjects have to press alternating keys as quickly as possible for ten minutes. In this setting, there are tight physical limits on performance so that effort costs must be convex.
    ${ }^{22}$ In contrast, Ursu et al. (2023) find for search in the product category of apparel that 43 percent of consumers take at least one break while searching. They suggest that these breaks occur due to search fatigue. However, the products in their settings have many dimension consumers may take into account when making comparisons (design, color, materials, asf.), while in our experiment products are homogeneous and only vary in prices.
    ${ }^{23}$ For this calculation, we assume a linear time trend in search costs and use the facts that the estimated search costs (for $\gamma=0$ ) are, on average, 0.25 Euro after 4.90 minutes and 0.58 Euro after 12.63 minutes. We then obtain search costs per search of $0.58+\frac{0.58-0.25}{12.63-4.90} \times(60-12.63)=2.60$ Euro after 60 minutes.

[^18]:    ${ }^{24}$ To calculate the direct search costs for non-searchers, we use their search duration from the test in the first part of the experiment.

[^19]:    ${ }^{25}$ For the diminishing sensitivity parametrization we do not obtain a closed form solution of the upper and lower bound of search costs. We therefore abstract from diminishing sensitivity in this extension.

